Notes about the linear complexity of Ding-Helleseth generalized cyclotomic sequences of length $pq$ over the finite field of order $p$ or $q$
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Abstract. We investigate three classes of Ding-Helleseth-generalized cyclotomic sequences of length $pq$. We derive the linear complexity and the minimal polynomial of above-mentioned sequences over the finite fields of orders $p$ and $q$, where $p$ and $q$ are two odd distinct primes, and obtain series of sequences with high linear complexity.

1 Introduction

Pseudo-random sequences are widely used in many fields, in particular in stream ciphers [3]. The linear complexity is defined to be the length of the shortest linear feedback shift register that can generate the sequence [9]. The concept of the linear complexity of sequence is very useful in the study of the security of stream ciphers.

Cyclotomic sequences have good pseudo-random properties and have been widely used as keystreams in private-key cryptosystems. In [7], Ding and Helleseth introduced a generalized cyclotomy of order 2 with respect to odd modulo $N$, in particular for $N = pq$, where $p$ and $q$ are two odd distinct primes. Further, this cyclotomy was generalized in series of papers. There are many works devoted to the study of the properties of Ding-Helleseth-generalized cyclotomic sequences and their use in cryptography and coding. So, the linear complexity of Ding-Helleseth-generalized cyclotomic sequences of length $pq$ over the finite field of order two have been calculated in [4, 5, 10, 14, 15](see also references here). Further, Ding [6] investigated the linear complexity of the series of these sequences over the finite field $GF(p^m)$ where gcd$(l, pq) = 1$, and constructed several classes of cyclic codes with optimal or almost optimal property. Wang et al. [11] derive the linear complexity of Ding-Helleseth sequences of order 2 over $GF(l)$ where gcd$(l, pq) = 1$. Also, there are a lot of articles devoted to the investigation the linear complexity of Ding-Helleseth sequences over any finite fields when a field’s order and a sequence’s period are relatively prime. At the same time, the linear complexity of cyclotomic sequences with period $p$ over $GF(p)$ was investigated in [1, 2].

The purpose of this paper is to study the linear complexity of Ding-Helleseth sequences length $pq$ over the finite fields of orders $p$ and $q$. We find the linear complexity and the minimal polynomial of these generalized cyclotomic sequences.

2 Preliminaries

First, we briefly repeat the basic definitions and the general information. Let $p$ and $q$ be two odd distinct primes with gcd$(p-1, q-1) = d$. Define $N = pq$, $e = (p-1)(q-1)/d$. We denote by $Z_N$ the residue class ring modulo $N$ and by $Z_N^*$ the unit group of $Z_N$. The Chinese Remainder Theorem guarantees that there exists a common primitive root, $g$, of both $p$ and $q$, and the order of $g$ modulo $N$ is $e$ [8]. There also exists an integer $x$ satisfying $x \equiv g(mod\ p)$, and $x \equiv 1(mod\ q)$. By [13] we have

$$Z_N^* = \{g^i x^j : i = 0, 1, ...e-1; j = 0, 1, ..., d-1\}$$

where the multiplication is that of $Z_N^*$. Ding-Helleseth generalized cyclotomic classes of order $d$ with respect to $p$ and $q$ are defined as

$$D_i = \{g^i x^j : i = 0, 1, ...e/d-1; j = 0, 1, ..., d-1\},$$

$i = 0, 1, ...d-1$. Then

$$Z_N^* = \bigcup_{i=0}^{d-1} D_i, \quad D_i \cap D_j = \emptyset \text{ for } i \neq j,$$

where $\emptyset$ denotes the empty set.

By definition, put $P = \{p, 2p, ..., (q-1)p\}$, $Q = \{q, 2q, ..., (p-1)q\}$, and $R = \{0\}$. Define $C_0 = \bigcup_{i=0}^{d/2-1} D_{2i}$, $C_1 = \bigcup_{i=0}^{d/2-1} D_{2i+1}$. Then $C_0, C_1$ is a partition of $Z_N^*$ and $C_0, C_1, P, Q$, and $R$ is a partition of $Z_N$. Further, we investigate the linear complexity of three types of sequences based on the partition $Z_N^* = C_0 \cup C_1$.

It is well known that if $s = \{s_i\}$ is a sequence of period $N$, then the linear complexity $LC_n(s)$ over the finite field $GF(n)$ of order $n$ and the minimal polynomial $m_n(x)$ of this
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sequence are defined by
\[ LC_p(s) = N - \deg \gcd(x^N - 1, S(x)), \]
\[ m_p(x) = (x^N - 1) / \gcd(x^N - 1, S(x)) \] \( (1) \)
where \( S(x) = s_0 + s_1 x + \ldots + s_{N-1} x^{N-1} \) [3]. It is worth pointing out that the minimal polynomials of \( m_p(x) \) defined here may be the reciprocals of the minimal polynomials defined in other references. From (1) we can establish that
\[ LC_p(s) = N - \deg \gcd((x^l - 1)^p, S(x)), \]
\[ m_p(x) = (x^l - 1)^p / \gcd((x^l - 1)^p, S(x)) \] \( (2) \)
and
\[ LC_q(s) = N - \deg \gcd(x^p - 1, S(x)), \]
\[ m_q(x) = (x^p - 1) / \gcd(x^p - 1, S(x)) \] \( (3) \)
Let \( \alpha \) be a primitive \( q \)-th root of unity and \( \beta \) be a primitive \( p \)-th root of unity in the extensions of the fields \( GF(p) \) and \( GF(q) \), respectively. Then, according to (2), (3), in order to find the minimal polynomial and the linear complexity of \( \{ s_i \} \) over \( GF(q) \) or \( GF(p) \) it is sufficient to find the roots of \( S(x) \) in the set \( \{ 1, \alpha, \ldots, \alpha^{p-1} \} \) or \( \{ 1, \beta, \ldots, \beta^{q-1} \} \) and determine their multiplicity.

Let \( H_0^{(p)} = C_i \mod p \), and \( H_1^{(q)} = C_j \mod q, i = 0, 1 \). Here and hereafter \( x \mod n \) denotes the least nonnegative integer that is congruent to \( x \mod n \). Then \( H_0^{(p)}, H_0^{(q)} \) are the quadratic residue classes modulo \( p \) and \( q \), respectively.

Legendre sequences \( \{ l_0^{(p)} \} \) and \( \{ l_1^{(q)} \} \) of lengths \( p \) and \( q \) defined as
\[ l_0^{(p)} = \begin{cases} 1, & \text{if } i \mod q \in H_0^{(p)}, \\ 0, & \text{otherwise}, \end{cases} \]
and
\[ l_1^{(q)} = \begin{cases} 1, & \text{if } i \mod q \in H_0^{(q)}, \\ 0, & \text{otherwise}, \end{cases} \]
The linear complexity and the minimal polynomial of Legendre sequence over the finite field of any order were studied in [12].

Let us introduce subsidiary polynomials \( S^{(p)}(x) = \sum_{i=0}^{p-1} l_0^{(p)} x^i \) and \( S^{(q)}(x) = \sum_{i=0}^{q-1} l_1^{(q)} x^i \). By [12] over \( GF(q) \) we have
\[ S^{(0)}(\alpha^x) = \begin{cases} S^{(0)}(\alpha^x), & \text{if } j \mod q \in H_0^{(q)}, \\ S^{(0)}(\alpha), & \text{if } j \mod q \in H_1^{(q)}, \end{cases} \]
and
\[ S^{(0)}(\alpha) + S^{(0)}(\alpha^p) = -1. \] \( (4) \)

Similarly, over \( GF(p) \) we see that
\[ S^{(q)}(\beta^x) = \begin{cases} S^{(q)}(\beta^x), & \text{if } j \mod p \in H_0^{(p)}, \\ S^{(q)}(\alpha^x), & \text{if } j \mod p \in H_1^{(p)}, \end{cases} \]
\[ S^{(q)}(\alpha) + S^{(q)}(\alpha^p) = -1. \] \( (5) \)
The following statement was discussed in [12].

**Lemma 1** \( S^{(0)}(\alpha) \) and \( S^{(0)}(\alpha^p) \) are zeros of the polynomial
\[ \left\{ \begin{array}{ll} z^2 + z - (q - 1)/4, & \text{if } q \equiv 1 \text{ (mod 4)}, \\ z^2 + z + (q + 1)/4, & \text{if } q \equiv 3 \text{ (mod 4)}. \end{array} \right. \]
If there exist \( j : j \neq 0 \) and \( S^{(0)}(\alpha^x) = 0 \) then without loss of generality, we can choose \( \alpha \) such that \( S^{(0)}(\alpha) = 0 \). Thus, by (4) and lemma 1 we have
\[ \{ j \mid S^{(0)}(\alpha^x) = 0, j = 1, \ldots, q - 1 \} = \left\{ \begin{array}{ll} H_0^{(q)}, & \text{if } q \equiv 1 \text{ (mod 4)} \text{ and } q \equiv 1 \text{ (mod 4)}, \\ \text{or } q \equiv -1 \text{ (mod 4)} \text{ and } q \equiv 3 \text{ (mod 4)}, & \end{array} \right. \]
\[ \emptyset, \text{ otherwise}. \] \( (6) \)

### 3 Subsidary lemmas

The following lemmas are needed for the sequel.

According to the Chinese Remainder Theorem
\[ Z_N = Z_p \times Z_q \]
relatively to isomorphism \( \varphi(x) = (x \mod p, x \mod q) \). Put, by definition \( F_k = \varphi^{-1}((k) \times H_0^{(q)}), k = 1, \ldots, p - 1 \). From our definitions it follows that
\[ C_0 = \bigcup_{k=1}^{p-1} F_k. \] \( (7) \)

Define \( S_0(x) = \sum_{i \in C_0} x^i \). Then, by (7) we have \( S_0(x) = \sum_{k=1}^{p-1} \sum_{i \in F_k} x^i \).

**Lemma 2** \( \text{Let } F_k = \varphi^{-1}((k) \times H_0^{(q)}). \text{ Then there exist polynomials } q_k(x) = \sum_{i=0}^{(q-1)/2} x^i, k = 0, 1, \ldots, p - 1, \text{ } 0 \leq b_{jk} < q \text{ such that } \sum_{i \in F_k} x^i = x^k q_k(x). \)

Proof. Suppose \( i \in F_k \); then by definition of \( F_k \) it follows that \( i \equiv k \text{ (mod } p) \). So, there exist \( b_{jk} \), \( 0 \leq b_{jk} < q \) such that \( i = k + b_{jk} p \).

By Lemma 2 we obtain that
\[ S_0(x) = \sum_{k=1}^{p-1} x^k q_k(x^k). \] \( (8) \)

**Lemma 3** \( \text{Let } S_0(x) = \sum_{i \in C_0} x^i. \text{ Then:} \)
(i) \( S_0(x) \equiv (q - 1)/2(1 - (x - 1)^{p-1}) \text{ (mod } x - 1 \text{)} \text{ in the ring } GF(p)[x]; \)
(ii) \( S_0(x) \equiv (p - 1)/2 + T(x)(x - 1)^{(q-1)/2} \text{ (mod } x - 1 \text{)} \text{ in the ring } GF(q)[x] \), where \( T(1) \neq 0 \).

Proof. At the beginning, we prove the first statement. It is clear that \( g_1(x^p) \equiv (q - 1)/2 \text{ (mod } x - 1 \text{)} \); then by (4) we see that \( S_0(x) \equiv -(q - 1)(x + x^2 + \cdots + x^{p-2})/2 \text{ (mod } x - 1 \text{)} \text{ in } GF(p)[x] \). The statement (i) of this lemma follows from the last congruence.

Further, \( S_0(x) = \sum_{k=1}^{p-1} \sum_{i \in F_k} x^i \). From the definition of \( F_k \) it follows that \( F_k \mod q = H_0^{(q)} \), hence \( \sum_{i \in F_k} x^i \equiv \sum_{i \in H_0^{(q)}} x^i \text{ (mod } x - 1 \text{)} \), i.e., \( \sum_{i \in F_k} x^i = S^{(0)}(x)(x - 1)^{(q-1)/2} \text{ over } GF(q)[x] \). To conclude the proof, it remains to note that by [1] we have \( S_0(x) \equiv -1/2 + T(x)(x - 1)^{(q-1)/2} \text{ (mod } x - 1 \text{)}, \text{ where } T(1) \neq 0 \).

**Lemma 4** \( \text{Let } S_0^{(n)}(x) \text{ be a formal derivative of order } n \text{ of the polynomial } S_0(x) \text{ over } GF(p) \text{ and } 0 \leq n < p. \text{ Then} \)
\[ S_0^{(n)}(x) = \sum_{k=n}^{p-1} k(k - 1) \ldots (k - n + 1) x^{k-n} g_k(x^p). \]
Proof. Since \( (x^kg_k(x^p))' = kx^{k-1}g_k(x^p) \) we have
\[
\left( x^kg_k(x^p) \right)' = \begin{cases} 
  k(k-1) \ldots (k-n+1)x^{k-n}g_k(x^p), & \text{if } k \geq n, \\
  0, & \text{if } k < n.
\end{cases}
\]
The conclusion of this lemma then follows from (8).

4 The linear complexity of the first class of sequences

First, we consider Ding-Helleseth-generalized cyclotomic sequence \( t = [t_i] \) defined by
\[
t_i = \begin{cases} 
  1, & \text{if } i \mod N \in C_0 \cup P \cup R, \\
  0, & \text{otherwise}.
\end{cases}
\]

4.1 The linear complexity of sequences over \( GF(p) \)

In this subsection we regard \( t \) as a sequence over the finite field \( GF(p) \). Let \( S_t(x) = \sum_{i=0}^{N-1} t_i x^i \). From our definitions it follows that \( S_t(x) = S_0(x) + 1 + x^p + \cdots + x^{(q-1)p} \). Since \( 1 + x^p + \cdots + x^{(q-1)p} = (x^q - 1)/(x-1)^p \), by (8) we see that
\[
S_t(x) = S_0(x) + 1 + x^p + \cdots + x^{(q-1)p} = \sum_{k=1}^{p-1} x^k g_k(x^p) + \left( 1 + x + \cdots + x^{(q-1)} \right)^p.
\]
Before we give the main result of this section, we establish the following lemma.

Lemma 5 Let \( F_k = \varphi^{-1}(\{k\}) \times H_0^{(q)} \). Then \( \sum_{i \in F_k} a^{\omega_i} = S_0(\alpha^q) \) for any \( v_0 : 0 < v < p \).

Proof. From definition of \( F_k \) it follows that \( F_k \mod q = H_0^{(q)} \). So, \( \sum_{i \in F_k} a^{\omega_i} = \sum_{i \in H_0^{(q)}} a^{\omega_i} \). To conclude the proof, it remains to note that \( \sum_{i \in H_0^{(q)}} a^{\omega_i} = S_0(\alpha^q) \).

Further, using Lemmas 5 and 2, we can write the following statement.

Corollary 6 If \( S_0(\alpha^q) = 0 \) then \( g_0(a^{p^m}) = 0 \).

Denote \( \omega_0(x) = \prod_{i \in \mathbb{F}_p}(x-\alpha^i) \) and \( \omega_1(x) = \prod_{i \in \mathbb{F}_p}(x-\alpha^i) \).

Theorem 7 Let \( [t_i] \) be defined by (9). Then we have:

1. \( LC_p(t) = p(q + 1)/2 \) and \( m(x) = (x-1)\omega_0(x) \) if \( q \equiv 1 \mod p \) and \( q \equiv 1 \mod 4 \),
2. \( LC_p(t) = p(q-1)/2 + 1 \) and \( m(x) = (x-1)\omega_0(x) \) if \( q \equiv -1 \mod p \) and \( q \equiv 3 \mod 4 \),
3. \( LC_p(t) = pq - p + 1 \) and \( m(x) = (x^q - 1)/(x-1)^{p-1} \) if \( q \equiv -1 \mod p \) and \( q \equiv 1 \mod 4 \),
4. \( LC_p(t) = pq \) and \( m(x) = (x^q - 1)^p \) otherwise.

Proof. First of all, we note that \( S_1(x) = (p-1)(q-1)/2 + q = (q-1)/2 \). Thus, if \( q \equiv -1 \mod p \) then \( S_1(x) \) is not possible.

4.2 The linear complexity of sequences over \( GF(q) \)

Now, we consider the linear complexity of \( [t_i] \) over \( GF(q) \). In this case we see that
\[
S_t(x) = S_0(x) + 1 + x^p + \cdots + x^{(q-1)p} = \sum_{k=1}^{p-1} x^k g_k(x^p) + (x^q - 1)^p.
\]

Theorem 8 Let \( [t_i] \) be defined by (9). Then:

1. \( LC_q(t) = pq - q + 1 \) and \( m_q(x) = (x-1)\omega_0(x) \) if \( p \equiv 1 \mod q \),
2. \( LC_q(t) = pq \) and \( m_q(x) = (x^q - 1)^p \) otherwise.

Proof. By definition, \( S_1(x) = (p-1)(q-1)/2 + q \), so \( S_1(x) = -(p-1)/2 \). If \( p \equiv 1 \mod q \) then \( S_1(x) \) is not possible.

Let \( v \in v < q \). Then by (11) \( S_1(\beta^v) = -(q-1)(\beta^v + \beta^{2v} + \cdots + \beta^{(q-1)v})/2 + q = -(p-1)/2 \), which is not divisible by \( q \), i.e., \( S_1(\beta^v) \equiv 0 \). The conclusion of this theorem then follows from (3).

5 The linear complexity of the second class of sequences

Now, we can also consider the sequence \( u \) defined by
\[
u_i = \begin{cases} 
  1, & \text{if } i \mod N \in C_0 \cup Q \cup R, \\
  0, & \text{otherwise}.
\end{cases}
\]

Let \( S_u(x) = \sum_{i=0}^{N-1} u_i x^i \). By definition we see that \( S_u(x) = S_0(x) + 1 + x^q + \cdots + x^{(p-1)q} \).
5.1 The linear complexity of sequences over $GF(p)$

Here $1 + x^q + \ldots + x^{(p-1)q} = (x^q-1)/(x^q-1) = (x^q-1)^{-1}$, by (8) we see that

$$S_1(x) = S_0(x) + 1 + x^q + \ldots + x^{(p-1)q} =$$

$$= \sum_{k=1}^{p-1} x^k g_k(x^q) + (x^q-1)^{-1}. \quad (13)$$

With similar arguments as above we obtain the following results for $u$.

**Theorem 9** Let $\{u_n\}$ be defined by (12). Then:

1. $LC_p(u) = pq - (q - 1)/(p + 2)$ and $m_p(x) = (x - 1)\alpha_0(x)\alpha_1(x)$ if $q \equiv 1 \pmod{p}$ and $q \equiv 1 \pmod{2}$.

2. $LC_p(u) = pq - (q - 1)/(p + 2)$ and $m_p(x) = (x - 1)\alpha_0(x)\alpha_1(x)$ if $q \equiv -1 \pmod{p}$ and $q \equiv 3 \pmod{4}$.

3. $LC_p(u) = pq - p + 1$ and $m_p(x) = (x^p - 1)/(x - 1)^{p-1}$ if $q \equiv 1 \pmod{p}$ and $q \equiv 3 \pmod{4}$.

4. $LC_p(u) = pq$ and $m(x) = (x - 1)^p$ otherwise.

Proof. By definition, $S_1(1) = (p - 1)(q - 1)/2 + p = (p + 1)/2$, such that $S_1(1) \neq 0$ for $p \neq -1 \pmod{2}$. Suppose $p \equiv -1 \pmod{q}$, then $S_1(1) = 0$ and by (14) and Lemma 2 we can establish that $S_1(x) \equiv 1 - 2T(x)(x-1)^{(q-2)}/2 + (1 + x + \ldots + x^{(p-1)q}) \pmod{2} = 0$, i.e. $S_1(x) \equiv 2T(x)(x-1)^{(q-2)}/2 + (1 + x + \ldots + x^{(p-1)q}) \pmod{2} = 0$, i.e. $S_1(b^q) \neq 0$. The conclusion of this theorem then follows from (3).

6 The linear complexity of the third class of sequences

In conclusion, we study the linear complexity of balanced sequence $v$.

Let $C_0 = qH_0^{(q)}$, $C_0 = pH_0^{(p)}$. We consider a sequence $v$ defined by

$$v_t = \begin{cases} 1, & \text{if } t \mod N \in C_0 \\ 0, & \text{otherwise.} \end{cases} \quad (15)$$

Then $v$ is balanced sequence. Denote $S_1(x) = \sum_{i=0}^{N-1} v_i x^i$. Then, by definition we have

$$S_1(x) = \sum_{i=0}^{p-1} \sum_{i \in C_0} x^i + \sum_{i \in C_0} x^i = \sum_{i \in C_0} x^i. \quad (16)$$

For any $a \in H_0^{(q)}$ there exist $b_a, 0 < b_a < p$ such that $a + b_a q \equiv 0 \pmod{p}$.

**Lemma 11** Let $E^{(q)} = \{c \in C_0 \mid c = a \in H_0^{(q)} \}$. Then

$$C_0 = \bigcup_{a \in E^{(q)}} \{a, a + q, \ldots, a + (p - 1)q\} \pmod{p} \setminus E^{(q)}.$$

The statement of this lemma follows immediately from our definitions.

6.1 The linear complexity of sequences over $GF(p)$

In this subsection we regard $t$ as a sequence over the finite field $GF(p)$.

**Lemma 12** Let $S_1(x) = \sum_{i \in C_0} x^i$. Then

$$S_1(x) = (x^q - 1)^{p-1} S_1(x) - \sum_{i \in E^{(q)}} x^i$$

Proof. By definition, $S_1(1) = (p - 1)(q - 1)/2 + p = (p + 1)/2$, such that $S_1(1) \neq 0$ for $p \neq -1 \pmod{2}$. Suppose $p \equiv -1 \pmod{q}$, then $S_1(1) = 0$ and by (14) and Lemma 2 we can establish that $S_1(x) \equiv 1 - 2T(x)(x-1)^{(q-2)}/2 + (1 + x + \ldots + x^{(p-1)q}) \pmod{2} = 0$, i.e. $S_1(x) \equiv 2T(x)(x-1)^{(q-2)}/2 + (1 + x + \ldots + x^{(p-1)q}) \pmod{2} = 0$, i.e. $S_1(b^q) \neq 0$. The conclusion of this theorem then follows from (3).
Proof. Suppose \( \frac{p}{q} = 1 \); then \( p \in H_0^{(q)} \) and \( pH_0^{(q)} = H_0^{(q)} \mod q \). Combining this with \( C_0^{(p)} = pH_0^{(q)} \), we get

\[
\sum_{\alpha \in C_0^{(p)}} \alpha^i = \sum_{\alpha \in H_0^{(q)}} \alpha^m = S^{(q)}(\alpha^i).
\]

The second formula in this lemma may be proved similarly.

**Lemma 14** Let \( \{s_i\} \) be defined by (15). Then \( S(\alpha^i) \neq 0 \) for \( j = 1, 2, \ldots, p - 1 \).

Proof. If exist \( j : j \neq 0 \) and \( S(\alpha^i) = 0 \) then without loss of generality, we can choose \( \alpha \) such that \( S(\alpha) = 0 \). We consider two cases.

(i) Suppose \( \frac{p}{q} = 1 \); then by (16), Lemmas 5, 13 we have

\[
(p - 1)S^{(q)}(\alpha) + S^{(q)}(\alpha^p) + (p - 1)/2 = 0.
\]

It is impossible.

(ii) Suppose \( \frac{p}{q} = -1 \); then in this case we obtain

\[
(p - 1)S^{(q)}(\alpha) + S^{(q)}(\alpha^p) + (p - 1)/2 = 0.
\]

Hence, by (4) \( S^{(q)}(\alpha) = -3/4 \).

Let \( q \equiv 1, 4 \mod 4 \). Therefore, since by Lemma 1 \( S^{(q)}(\alpha) \) is a zero of \( z^2 + z - (q - 1)/4 = 0 \) we obtain \( q \equiv 1/4 \mod p \). Then \( \frac{p}{q} = 1 \). Further, by the law of quadratic reciprocity we see

\[
\left( \frac{p}{q} \right) = (-1)^{\frac{q - 1}{2}} = \left( \frac{q}{p} \right).
\]

We have a contradiction here.

Now, let \( q \equiv 3 \mod 4 \). In this case by Lemma 1 \( S^{(q)}(\alpha) \) is a zero of \( z^2 + z + (q + 1)/4 = 0 \). Hence \( 9/16 - 3/4 + (q + 1)/4 = 0 \) or \( q \equiv -1/4 \mod p \). Then

\[
\left( \frac{q}{p} \right) = \left( \frac{-1}{p} \right) = (-1)^{(p-1)/2}.
\]

By the law of quadratic reciprocity and the condition we obtain

\[
-1 = \left( \frac{p}{q} \right) = (-1)^{\frac{q - 1}{2}} = \left( \frac{q}{p} \right) = (-1)^{p-1} = 1.
\]

So, we have a contradiction. This completes the proof of Lemma 14.

**Theorem 15** Let \( \{s_i\} \) be defined by (15). Then \( LC_p(v) = pq \) and \( m(x) = x^pN - 1 \).

Proof. By definition, \( S_*(1) = (pq - 1)/2 \), so that \( S_*(1) \neq 1 \). Further, by Lemma 14 \( S_*(\alpha) \neq 0 \) and the statements of this theorem follows from (2).

### 6.2 The linear complexity of sequences over \( GF(q) \)

With similar arguments as above we obtain the following results for \( \tau \).

**Theorem 16** Let \( \{s_i\} \) be defined by (15). Then

1. \( LC_p(v) = q(p + 1)/2 \) if \( p \equiv 1 \mod 4 \) and \( p \equiv 1 \mod q \) or \( p \equiv 3 \mod 4 \) and \( p \equiv 1 \mod q \).

2. \( LC_p(v) = pq \) otherwise.

### 7 Conclusion

For additive stream ciphering, the linear complexity (span) of the keystream sequence must be large enough. We study the linear complexity of three classes of Ding-Helleseth-generalized cyclotomic sequences of length \( pq \). We derive the linear complexity and the minimal polynomial of above-mentioned sequences over the finite fields of orders \( p \) and \( q \), where \( p \) and \( q \) are two odd distinct primes and obtain series of sequences with high linear complexity. Long periods can also be obtained easily. The sequences from the third class have almost ideal balance property.
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