Top-k Keyword Search Over Graphs Based On Backward Search
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Abstract: Keyword search is one of the most friendly and intuitive information retrieval methods. Using the keyword search to get the connected subgraph has a lot of application in the graph-based cognitive computation, and it is a basic technology. This paper focuses on the top-k keyword searching over graphs. We implemented a keyword search algorithm which applies the backward search idea. The algorithm locates the keyword vertices firstly, and then applies backward search to find rooted trees that contain query keywords. The experiment shows that query time is affected by the iteration number of the algorithm.

1. Introduction

Graphs are applied in many areas. For example, RDF (Resource Description Framework) data model is a graph-shaped data model. Keyword search is a useful tool when searching large graph data. It is a user-friendly way to retrieve graphs because it does not require users to know the structure of the graph and the syntax of the query language.

In this paper, we focus on top-k ranked keyword searching on vertex-labelled graphs. Each vertex in the graph can contain multiple keywords. Given a query list with multiple keywords, we want to find out the subgraph that contains all query keywords. There may be multiple subgraphs that meet the requirement in the graph. It is time-consuming to find all such subgraphs. Moreover, users usually want to obtain the most relevant results with the query. So an evaluation function is needed to assess and sort the results. The evaluation function will be discussed in section 2.

For its convenience, keyword search has been adopted in many situations. Keyword search can be used to query XML data, and there is a lot of works focusing on this problem (e.g., [3] [4] [5] [6] [7]).

Keyword search in relational databases also attracts the attention of many researchers. [8] [9] [10] [11] [12] are related works about keyword search in relational databases.

There are many studies about keyword search over graphs. [13] [14] [2] [15] [16] are well known methods about keyword search over graphs. With the development of Semantic Web, a large amount of RDF data is distributed to the Internet. There has been increasing interest in keyword queries over RDF data recently. Because RDF is a kind of graph-shaped data, keyword search can be used to search RDF data. Related work includes [17] [18] [19] [1] [21]. A recent survey about keyword search over XML data, relational databases and graphs can be found in [22].

The rest of the paper is organized as follows. Section 2 defines the problem to be solved in this paper. Section 3 describes the data structure used in the search algorithm. Section 4 describes the detailed implementation of the algorithm. Section 5 discusses the experimental results. Section 6 concludes the paper.

2. Problem Definition

We are concerned with querying the directed graph \( G = (V, E) \). Because the undirected graph is a special directed graph, the algorithm in this paper can be applied to undirected graphs. We follow the problem definition in [2]. Each vertex can contain multiple keywords and each keyword can be contained by multiple vertices. We use \( W(v) \) to represent all keywords that contained by \( v \). Given a query \( q \) with \( m \) keywords \( \{w_1, w_2, ..., w_m\} \), \( \{r, v_2, v_3, ..., v_m\} \) is called a candidate answer \( A(q) \) if it meets the requirements below:

- For each \( w_i, w_i \in W(v_i) \).
- For each \( v_i, u_i \) a path can be found in \( G \) from \( r \) to \( v_i \).

Each element in \( A(q) \) is a vertex and \( r \) is called the root of \( A(q) \). There may be a lot of candidate answers for the query \( q \) in \( G \). So the definition above can be extended to the top-k version. The quality of a candidate answer is measured by the evaluation function. Equation (1) is the evaluation function used in this paper.

\[ \text{Score}(A(q)) = \sum_{i=1}^{m} d(r, v_i) \]
In Equation (1), $d(r, v_i)$ denotes the shortest path from $r$ to $v_i$. In our definition, the smaller the score, the higher the quality of the answer. When all answers for $q$ in $G$ are sorted in ascending order based on the scores, we use $A(q, i)$ to represent the $i$th candidate answer. Given a query $q$, the goal of top-k keyword search is to find out $\{A(q, 1), A(q, 2), ..., A(q, k)\}$. Moreover, the root of each $A(q, i)$ is not the same.

3. Data Structure Used In Algorithm

The algorithm mentioned in this paper applies the backward search idea. It starts to search simultaneously at all vertices that contain any keyword of $q$ and expand to their neighboring vertices recursively. If a vertex connecting all query keywords of $q$ was found, this vertex would be the root of a candidate answer. The termination condition determines when to stop the iteration process. We first introduce the data structure used in the algorithm.

3.1 Structure Table

The structure table is used to store the adjacent information of the graph. Assume that $u, v \in G$ and there is an edge from $u$ to $v$ in $G$. Then we call $u$ is the upper vertex of $v$. We use $Upper(v)$ to indicate the collection of all upper vertices of $v$. The structure table is a two-column table in the database. The first column is used to store vertices in $G$. And the second column stores $Upper(v)$ of corresponding $v$ in the first column. The data type of the second column is array. Taking Figure 1 as an example, the structure table of Figure 1 is shown in Table 1. Because $v_5$ has no upper vertex, there is no corresponding row in Table 1.

3.2 Inverted Index Table

A keyword can be contained by multiple vertices. The inverted index table is used to record the distribution of keywords. We use $W_i$ to denote the collection of vertices containing the keyword $w_i$. The inverted index table is a two-column table in the database. The first column is used to store keywords. And the second column is used to store vertices that contain the corresponding keyword. For example, the inverted index table of Figure 1 is shown in Table 2.

3.3 Iteration List

The algorithm is based on the BFS (Breadth-First Search). A lot of vertices will be visited in the process of search. The iteration list is used to record vertices visited in each step. It is dynamically changing with the iteration process. In each element of iteration list, we store a list of $m$ sets. We use $IL[i][j]$ to indicate the $j$th set in $i$th element of iteration list. The content of $IL[i + 1][j]$ is shown in Equation (2).

\[
IL[i + 1][j] = \bigcup_{v \in IL[i][j]} Upper(v) - \bigcup_{p=0}^{i-1} IL[p][j]
\]

In Equation (2), the range of values for $i$ is $[0, +\infty)$ and for $j$ is $[1, m]$.

4. Algorithm Details

Given a query $q$, the purpose of the algorithm is to find out $k$ top ranked candidate answers. The algorithm consists of two parts. One is used to find roots of candidate answers and the other is used to build paths from the root to query keywords. The algorithm detail of finding roots appears in Algorithm 1.
Table 2. The inverted index table of the sample graph

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>${v_1}$</td>
</tr>
<tr>
<td>$w_2$</td>
<td>${v_2}$</td>
</tr>
<tr>
<td>$w_3$</td>
<td>${v_3}$</td>
</tr>
<tr>
<td>$w_4$</td>
<td>${v_4, v_5}$</td>
</tr>
<tr>
<td>$w_5$</td>
<td>${v_5}$</td>
</tr>
<tr>
<td>$w_6$</td>
<td>${v_6}$</td>
</tr>
</tbody>
</table>

Algorithm 1 Root Finding

**Input:** a query with $m$ keywords $\{w_1, w_2, ..., w_m\}$

**Output:** roots and scores of top-$k$ answers

1: Initialize $IL$ and $SP$ to empty sets;
2: Initialize $W[i]$ to an empty set for $i \in [1, m]$;
3: $step \leftarrow 0$;
4: for each $i \in [1, m]$ do
5: search for $W_i$ from the inverted index;
6: add $W_i$ to $IL[0][i]$;
7: for each $v \in W_i$, do
8: update $SP[v]$;
9: add $v$ to $W[i]$;
10: end for
11: end for
12: if $\cap_{i=1}^{m} W[i] \neq \emptyset$ then
13: for each $v \in \cap_{i=1}^{m} W[i]$, do
14: add $v$ and $SP[v][0]$ to $AS$;
15: remove $SP[v]$ from $SP$;
16: end for
17: end if
18: while termination condition is not satisfied do
19: for each $i \in [1, m]$ do
20: $temp[i] \leftarrow \emptyset$;
21: for each $v \in IL[step][i]$, do
22: search for $Upper(v)$ from the database or $NH$;
23: add $Upper(v)$ to $temp[i]$;
24: end for
25: $temp[i] \leftarrow temp[i] - W[i]$;
26: $W[i] \leftarrow W[i] \cup temp[i]$;
27: for each $v \in temp[i]$, do
28: update $SP[v]$;
29: end for
30: end for
31: $step \leftarrow step + 1$;
32: add $temp$ to $IL[step]$;
33: if $\cap_{i=1}^{m} W[i] - AS \neq \emptyset$ then
34: for each $v \in \cap_{i=1}^{m} W[i] - AS$, do
35: add $v$ and $SP[v][0]$ to $AS$;
36: remove $SP[v]$ from $SP$;
37: end for
38: end if
39: $t_{step} \leftarrow$ the $k$th smallest score of answers in $AS$;
40: end while
41: return $AS$;

In Algorithm 1, $W[i]$ is used to store vertices that can reach $W_i$. $AS$ represents the answer set. There are many entries in $AS$ and each entry is a pair $(root, score)$, root denotes the root of a candidate answer and score is the score of this candidate answer according to Equation (1).

In line 22, $NH$ denotes a data structure which is used to store $Upper(v)$ in memory. The structure of $NH$ is similar to the structure table. All adjacency information of $v \in G$ is stored in the structure table, which is a table in the database. The presence of adjacency information in the database can facilitate the storage of large graphs. Moreover, the indexing mechanism of the database can speed up the retrieval of $Upper(v)$. But in the search process, the operation of finding adjacency information is very frequent. So we set up $NH$ to store part of adjacency information in memory. When searching for $Upper(v)$, we first look from $NH$. If $v$ existed in the $NH$, then the algorithm would read $Upper(v)$ from $NH$. If $v$ did not exist in the $NH$, then the algorithm would read $Upper(v)$ from the structure table and put $v$ and $Upper(v)$ in $NH$. In this way, it is not necessary to access the database repeatedly when searching for $Upper(v)$ of a same $v$.

$SP[v]$ records the length of shortest paths from $v$ to query keywords. If the shortest path from $v$ to $W_i$ was found, then the length of this path would be stored in $SP[v][j + 2]$. If not, $SP[v][j + 2]$ would remain null.

The meaning of Algorithm 1 is as follows. Firstly, initialize the variables used in the algorithm. Then search for $W_i$ from the inverted index in the database. Next put $W_i$ in $IL[0][i]$. For each vertex $v$ in $W_i$, update the corresponding values of $SP[v]$. For example, if $SP[v]$ existed and $SP[v][i]$ was null, then we would assign $step$ to $SP[v][i]$. If $SP[v]$ did not exist, then we would create an entry $SP[v]$ and assign $step$ to $SP[v][i]$. If $SP[v]$ existed and $SP[v][i]$ was not null, then we would not make any changes. Afterwards, update $SP[v][0]$ and $SP[v][1]$. Next, put $v$ in $W[i]$. That means $v$ has been visited. Then check if the intersection of $W[i]$ is empty. If not, that means there are vertices containing all query keywords. Then put these vertices with corresponding scores in $AS$ and remove them from $SP$. Next, determine whether the termination condition is satisfied. If not, start the iteration process. For each $v_i \in IL[step][i]$, search for $Upper(v_i)$ from the database or $NH$ and put $Upper(v_i)$ in $temp[i]$. In that way, what $temp[i]$ stores is upper vertices of $v \in IL[step][i]$. Remove the vertices that have already been visited from $temp[i]$ and put the remaining vertices in $W[i]$. Next, update the $SP[v]$ for $v \in temp[i]$. Afterwards, add 1 to $step$ and put $temp$ in $IL[step]$. Next determine whether new roots of candidate answers are found. When new roots are found, put these vertices with corresponding scores in $AS$ and remove them from $SP$. After that, choose the $k$th smallest score of answers in $AS$ as threshold $t_{step}$. Then continue determining the termination condition. Lastly, return $AS$ in which the first $k$ vertices are roots of $\{A(g, 1), A(g, 2), ..., A(g, k)\}$.

We used two termination conditions. The first termination condition is $t_{step} \geq step$. When $t_{step} \geq step$, it is impossible to find a better answer. For a possible candidate answer rooted at $v$ that has not been put in the answer set, there is at least one keyword that has not been reached by $v$ yet. So the length of shortest
path from $v$ to $w$ must be greater than $\text{step}$. That means the score of this possible candidate answer must be greater than the $k$th smallest score of answers in the answer set. So it is impossible to find a better answer when this condition is satisfied. The second termination condition is $\tau_{\text{stop}} \geq \text{minScore}(SP)$. $\text{minScore}(SP)$ is used to calculate the lower bound of each possible answer’s score which is rooted at $v$, and select the smallest lower bound. The calculation method is shown in Equation (3).

$$B_i(v) = \sum_{j=2}^{m} f(v, j)SP[v][j + 2] + (1 - f(v, j))\text{step} + 1 \quad (3)$$

If $v$ can reach $w_j$, then $f(v, j)$ equals 1. Otherwise, $f(v, j)$ equals 0. If the $k$th smallest score of candidate answers in $AS$ is no greater than $\text{minScore}(SP)$, then the iteration process can be terminated because the candidate answer with smaller score cannot be found any more. Assume that there is a candidate answer $A(q)$ rooted at $v$ with smaller score when $\text{minScore}(SP)$ is less than the $k$th smallest score. In that case, the root of $A(q)$ does not exist in the $AS$. That means that there is at least one keyword $w_j$ that has not been reached by $v$ yet. Then the length from $v$ to $w_j$ is at least $\text{step} + 1$. So it is impossible for $A(q)$ to be a top-$k$ answer. This termination condition can help find the top-$k$ answers for the query.

After getting $k$ roots, paths from each root to $w_j$ can be constructed by searching $IL$, $SP$ and the structure table. The detailed description of the algorithm is shown in Algorithm 2.

Algorithm 2 returns the path from $\text{root}$ to $w_j$. Assume that $u, v \in G$ and there is an edge from $v$ to $u$ in $G$. We call $u$ the lower vertex of $v$. We use $\text{Lower}(v)$ to denote all lower vertices of $v$. $\text{queue}_i$ is a queue in which vertices can be reached by root $i$ hops. $\text{queue}_i.removeAll$ means to clear all elements in $\text{queue}_i$. There may be multiple shortest paths, and the Algorithm 2 only returns one of them.

The top-$k$ answers for keyword search over the graph can be found by combining Algorithm 1 and Algorithm 2.

## 5. Experimental Results

The vertex-labelled graph used in experiments is randomly generated. It includes 1000000 vertices and 1000000 keywords. We use different integers to represent different keywords. The DBMS used in the experiment is PostgreSQL.

We carried out Algorithm 1 under different termination conditions on a randomly generated graph with 1000000 vertices. We randomly select some integers as query keywords. Table 3 lists eight queries. Figure 2 shows the time Algorithm 1 takes to find roots of top 2 answers under two termination conditions and Figure 3 shows the number of iterations in different conditions. The unit of time is milliseconds.

From Figure 2, we can see that the query time under Termination 2 is shorter than that of Termination 1. Moreover, when the number of query keywords increases, the difference between the query time of two conditions also increases. From the Figure 3, we can see that the number of iterations under Termination 2 is no greater than the number of iterations under Termination 1. That means Termination 2 can terminate the Algorithm 1 in fewer steps. By comparing two figures, we can see that the query time decreases as the number of iterations decreases. In query Q3, the iteration number of Termination 1 is the same as that of Termination 2 and the query time is not much different. And in other queries, we can see that as the difference between iteration numbers increases, the difference between query times also increases. So Termination 2 can terminate the Algorithm 1 more quickly than Termination 1 because the iteration number under Termination 2 is less than that of Termination 1. Moreover, the number of query keywords also has an impact on query time. The iteration number of Q4 under Termination 1 is the same as the iteration number of Q7.
under Termination 2. But the query time of Q4 under Termination 1 is shorter than the query time of Q7 under Termination 2. So the number of query keywords can also have an impact on the query time. The more query keywords, the longer the query time.

In a word, Termination 2 can terminate the algorithm more quickly than Termination 1 because Termination 2 has less number of iterations than Termination 1. Moreover, the number of keywords is positively correlated with the query time.

<table>
<thead>
<tr>
<th>Queries</th>
<th>Keyword vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q₁</td>
<td>(1,2)</td>
</tr>
<tr>
<td>Q₂</td>
<td>(10,26398)</td>
</tr>
<tr>
<td>Q₃</td>
<td>(11,32999)</td>
</tr>
<tr>
<td>Q₄</td>
<td>(666,888)</td>
</tr>
<tr>
<td>Q₅</td>
<td>(3976,644)</td>
</tr>
<tr>
<td>Q₆</td>
<td>(987,25267)</td>
</tr>
<tr>
<td>Q₇</td>
<td>(550560,402060,200442)</td>
</tr>
<tr>
<td>Q₈</td>
<td>(12013,172248,281573)</td>
</tr>
</tbody>
</table>

Table3. Queries

Figure 2. Query time under different termination conditions

Figure 3. Comparing the number of iterations

6. Conclusion

In this paper, we implemented a method that addresses the issue of top-k keyword search over graphs. For each query keyword wᵣ, we first find vertices which contain wᵣ. Then using BFS to extend each keyword vertex. If a vertex that can reach all query keywords was found, this vertex would be the root of a candidate answer. The algorithm will terminate when the termination condition is satisfied. When the algorithm stops, it will return top-k answers and each answer is a rooted tree. We compared the query time and iteration numbers when using different termination conditions. And the experiment shows that the second termination is better than the first one, because it has fewer numbers of iterations than the first termination condition.
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