On the analysis of the limited resources queuing system under MAP arrivals
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Abstract. In the paper, we analyse a multiserver queuing system with discrete limited resources and random resource requirements under MAP arrivals, which can adequately model resource allocation schemes in the contemporary wireless networks. The equilibrium system of equations is derived in the vector form and is solved numerically. With stationary probability distribution, we provide formulas for the average and the variance of the occupied resources, as well as for the blocking probability. The results are illustrated by a numerical example.

1 Introduction

Fast mobile connections over the last decade become more available for business and personal communications. Since then portable devices have dramatically improved the processing capabilities and the battery saving. Both of this factors impact on the mobile data traffic and shift the focus from voice services to the video and data services.

The significant increase in the user traffic demands requires a broadband improvement and advances techniques in the future evolution of mobile systems, often referred to as fifth generation (5G) networks\textsuperscript{[1-2]}. Among the implemented improving in modulation and coding, MIMO techniques, the network solutions are also targeted to improve the wireless network performance. Network densification\textsuperscript{[3]}, direct in-band and out-of-band device-to-device communications\textsuperscript{[4]} are considered the popular and cost effective solutions to challenge the spatial frequency reuse and substantial capacity gain.

Application of a classic queuing models fails to cover a specific mechanism of the frequency resources allocation in LTE-Advanced networks. The physical resources is usually represented by a time-frequency resource grid. Each resource element is made of one OFDM subcarrier during the interval of one OFDM symbol. These resource elements can be grouped into resource blocks (RBs) with a total bandwidth of 180 kHz per one block. Based on the imbedded channel quality feedback mechanism each block of coded bits is matched with a target rate then a modulation scheme is selected. In a simple words RBs are scheduled in respect to the channel quality indicator (CQI) and required bitrate that a user equipment communicate with a base station before the beginning of each subframe (1 ms)\textsuperscript{[5]}. The maximum achievable bitrate for a user session $i$ can be provided by a Shannon formula:

$C_{\text{max}}^i = \omega \log_2(1 + \text{SNR}_i) p_{\text{max}} \big),$

where $\omega$ is a spectral bandwidth, $p_{\text{max}}$ is a base station maximum transmit power and $\text{SNR}_i$ is a signal-to-noise ratio for an $i$-th user session. It basically depends on the conditions of the radio signal propagation, the distance to the base station and its transmit power. The new session admission is allowed if $\sum_i C_{i} < C_{\text{sum}} \leq 1$, where $C_{i}$ is a required rate at each subframe that depends on a distance. Thus, the resource requirements of each user session depends on a number of model parameters and varies for each session. The ratio $\frac{C_{i}}{C_{\text{max}}}^i$ may be interpreted as a share of system resources required by a user session.

The described above resource allocation process can be modelled in terms of multiserver queuing systems, in which customers require not only a server, but also a random amount of limited resources. Such queuing systems with random resource requirements, Poisson incoming flow and exponentially distributed service time was investigated in\textsuperscript{[6-8]} and was extended in\textsuperscript{[9]} by implementing signals that trigger resource reallocation process. However the real traffic model could hardly be adequately described by a Poisson arriving process. In this paper we consider a queuing system with random resource requirements under Markovian arrival process that can approximate a wide range of real processes. The proposed method of analysis is applied for only discrete resource requirements, the case of continuous resource requirements is left for further research.
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The rest of the paper is organized as follows. Section 2 introduces the mathematical model in terms of queuing system with resource requirements of a random volume and mathematical framework for the performance measures evaluation. Numerical results are presented in section 3 while section 4 concludes the paper.

2 Mathematical model

In this section, we describe the queuing system with random resource requirements under MAP arrivals and provide the analysis of its stationary characteristics.

2.1 Model description

Consider a multiserver queuing system with $N$ servers and $R$ resources. Customers arrive according to a Markovian Arrival Process (MAP) governed by a continuous-time finite-state Markov chain with $M$ states, which is named here the underlying Markov chain. The arrival process is characterized by the matrices $A_0$ and $A_1$, $A_0 + A_1 = A$, where $A$ is the generator matrix of the underlying Markov chain [10-11]. Assume that the matrix $A$ is irreducible and denote $\theta$ the stationary probability vector of the underlying Markov chain. Then, the customer arrival rate is given by $\lambda = \theta a$, where $a = A1$ and $1$ is a vector of ones with appropriate size.

An arriving customer requires not only a server, but also $j$ resources with probability $p_j$, $j \geq 0$. We assume the resource requirements to be mutually independent identically distributed random variables, independent of arrival and service processes. If upon arrival of a customer there are no available servers of not enough free resources in the system to meet the requirements, then the customer is lost. If upon arrival of a customer there are enough resources, then the customer occupies one server and the required number of resources for whole service duration. Service times are assumed to be exponentially distributed with intensity $\mu$.

In order to simplify the analysis, we do not keep track of number of resources occupied by each customer. Instead of it, we keep track of only total number of occupied resources by all customers together [6]. Thus, we do not know the exact number of resources released on the departure of a customer. If there are $k$ customers in the system just before the departure and $r$ resources are occupied, then $j$ resources are released upon the departure of a customer with probability $p^{(k)}_{r-j} p_j$, where $p^{(k)}_r$ is $k$-fold convolution of probability distribution $\{p_j\}$, $j \geq 0$.

The system behavior is described by a Markov process $X(t) = [\xi(t), \delta(t), \eta(t)]$, where $\xi(t)$ denotes number of customers in the system at time $t$, $\delta(t) - \sum_{j=0}^{\infty} p_j$, $\eta(t)$ the size of each block is described by formula (5):

$$X_k = \{ (k, m, r) : 0 \leq k \leq N, 0 \leq r \leq R, \ p_r^{(k)} > 0, i \leq m \leq M \},$$

where $N$ is the size of states. Finally, let $I(k, r)$ be the sequence number of $p_r^{(k)}$ at the row of nonzero $k$-fold convolutions of probability distribution $\{p_j\}$, $j \geq 0$.

2.2 Stationary probability distribution and performance measures

Denote stationary probabilities

$$q_0(m) = \lim_{t \to \infty} P(\xi(t) = 0, \eta(t) = m), 0 \leq m \leq M, \ (1)$$

$$q_k(r, m) = \lim_{t \to \infty} P(\xi(t) = k, \delta(t) = r, \eta(t) = m), \ (k, r, m) \in X_k,$$

Then vectors $q_k = (q_k(1), \ldots, q_k(r), \ldots, q_k(R)), 1 \leq k \leq N$ where $q_k(r) = (q_k(r, 1), \ldots, q_k(r, M))$, $(k, r, m) \in X_k$, and $q_0 = (q_0(1), q_0(2), \ldots, q_0(M))$ satisfy the following system of equilibrium equations.

$$q_0D_0 + q_1M_1 = 0,$$

$$q_kA_1 + q_kA_1 = D_k + M_k, k \geq 1, 1 \leq k \leq N - 1,$$ (3)

The matrix $D_0$ is given by

$$D_0 = A - \left( \sum_{j=0}^{\infty} p_j \right) A_1,$$ (4)

while matrices $D_k, 1 \leq k \leq N$ have block-diagonal structure. The dimension of the matrices $D_k, 1 \leq k \leq N$ is $s_k M \times s_k M$ and the size of each block is $M \times M$.

Diagonal blocks $d_k(j, j), 1 \leq j \leq s_k$ of $D_k, 1 \leq k \leq N - 1$ are described by formula (5):

$$d_k(I(k, r), I(k, r)) = A - k \mu I - \sum_{j=0}^{R-r} p_j A_1,$$ (5)

$$0 \leq r \leq R, p_r^{(k)} > 0,$$

where $I$ is a unit matrix. All diagonal blocks of $D_N$ are calculated by

$$d_N(I(N, r), I(N, r)) = A - N \mu I.$$ (6)

The matrix $A_0$ can be represented as a row of $M \times M$ size blocks, the blocks $\lambda_0(i), 1 \leq i \leq s_1$ have the following form

$$\lambda_0(I(I, r)) = p_i A_1, \ 0 \leq r \leq R, p_r > 0.$$ (7)
The size of matrices $\mathbf{A}_k$, $1 \leq k \leq N-1$ is $s_k M \times s_{k+1} M$, their blocks $\mathbf{A}_k (i,j)$, $1 \leq i \leq s_k$, $1 \leq j \leq s_{k+1}$ are given by

$$\mathbf{A}_k (I(k,r), I(k+1,r)) = p_{r-k} A_k,$$

$$0 \leq r < s \leq R, p_r > 0, p_{r+1} > 0.$$ (8)

The matrix $\mathbf{M}_1$ can be represented as a column of blocks of size $M \times M$, the blocks $\mathbf{M}_1 (i,j)$, $1 \leq i \leq s_1$ have the following form

$$\mathbf{M}_1 (I(1,r)) = \mu \mathbf{I}, 0 \leq r < R, p_r > 0.$$ (9)

The size of matrices $\mathbf{M}_k$, $2 \leq k \leq N$ is $s_k M \times s_{k-1} M$, their blocks $\mathbf{M}_k (i,j)$, $1 \leq i \leq s_k$, $1 \leq j \leq s_{k-1}$ are given by

$$\mathbf{M}_k (I(k,r), I(k-1,r)) = \frac{p_{r-s} p_{s}^{(k-1)}}{p_s^{(k)}} k \mu \mathbf{I},$$

$$0 \leq s \leq r < R, p_r > 0, p_{r+1} > 0.$$ (10)

The system of equations (3) along with normalizing condition gives stationary probabilities (1-2).

With the stationary probability distribution, we can evaluate various performance metrics of the system, such as the average $b_1$ and the variance $b_2$ of occupied resources:

$$b_1 = \sum_{(k,r,m) \in X_k} r q_k (r,m),$$

$$b_2 = \sum_{(k,r,m) \in X_k} r^2 q_k (r,m) - b.$$ (11)

According to the properties of MAP, the blocking probability $\pi$ is given by

$$\pi = 1 - \lambda^{-1} \left( \sum_{k,r:0 < k \leq N-1} \left( \sum_{0 \leq r < s \leq R, p_r > 0} q_k (r, s) \sum_{j=0}^{R-s} p_j \right) \right).$$ (13)

### 3 Numerical analysis

In this section, we provide some results of the performance measures analysis. Mapping radio resource allocation policy to the probability distribution $\{p_j\}$, $j \geq 0$ of the resource requirements in the queuing system is a quite complicated problem [12], so we left it to the further research.

We assume that resource requirements follow geometric distribution with parameter $p = 0.8$ and

$$p_j = (1-p) p^j, \quad j \geq 0.$$ 

Calculations were held for three arrival flows with equal arrival intensity ($\lambda = 8$) but different variation coefficient $\nu$ of the interarrival times. The first arrival flow with $\nu = 0.7$ is defined by

$$A = \begin{bmatrix}
-6 & 3 & 3 \\
3 & -5 & 2 \\
3 & 5 & -8 \\
\end{bmatrix}, \quad A_1 = \begin{bmatrix}
1 & 3 & 3 \\
3 & 0 & 8 \\
-2 & 2 & 0 \\
\end{bmatrix}.$$  

Second arrival process represents MMPP flow (Markov Modulated Poisson Process) with variation coefficient $\nu = 1.5$:

$$A = \begin{bmatrix}
-4 & 1 & 3 \\
12 & -24 & 12 \\
3 & 1 & -4 \\
\end{bmatrix}, \quad A_1 = \begin{bmatrix}
0 & 8 & 0 \\
0 & 0 & 15 \\
\end{bmatrix}.$$  

And third arrival process is a Poisson flow with variation coefficient of the interarrival times $\nu = 1$.

Further, we assume that $N = R = 40$ and provide evaluation of performance metrics (11–13) for different values of system load $\rho = \frac{\lambda}{\mu}$. The results are plotted on figures 1, 2 and 3.

![Fig. 1. Average number of occupied resources.](image1)

![Fig. 2. Variance of the occupied resources.](image2)
accurate results one need to approximate the arrival flow with MAP.

![Blocking probability graph]

**Fig. 3.** Blocking probability.

### 4 Conclusion

In the paper, we analysed a multiserver queuing system with discrete limited resources under MAP arrivals. The described queuing system may be applied for the analysis of performance measures of modern wireless networks. We derived the system of equilibrium equations that can be solved numerically. Formulas for the main performance measures were deduced. Finally, we illustrated our results by numerical example.

In the future studies, we plan to develop an efficient algorithm for approximation of performance measures.
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