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Abstract. In this article, under suitable conditions on the coefficients, we derive closed-form solutions and implicit solutions of the generalized Lotka-Volterra system.

1 Introduction

The Lotka-Volterra equations [1–9], also known as the predator-prey model, are a coupled system of first-order non-linear differential equations frequently used to describe the dynamics of biological systems in which two species interact, one as a predator and the other as prey. The populations change through time according to the following pair of equations:

$$\begin{align*}
\frac{dx}{dt} &= \alpha x - \beta xy, \\
\frac{dy}{dt} &= -\gamma y + \delta xy,
\end{align*}$$

where $x$ is the number of prey (for example, rabbits); $y$ is the number of some predator (for example, foxes); $\frac{dx}{dt}$ and $\frac{dy}{dt}$ represent the growth rates of the two populations over time $t$, and $\alpha$, $\beta$, $\gamma$, $\delta$ are positive real parameters and interpreted as follows: $\alpha$ represents the birth rate of the prey, $\beta$ represents the death rate of prey due to attacks from predators, $\gamma$ represents the natural death of predators in the absence of prey and $\delta$ represents the birth rate of the predator, which measures the efficiency and propagation rate of predators in the presence of prey.

The model has been proposed independently by Lotka [1, 2] and Volterra [3, 4]. A derivation of this system can be found in the original paper by Volterra [2] and [3]-[9].

This system has played a fundamental role in the development of mathematical ecology and population dynamics. This stems from the fact that it has been one of the oldest models for a general pattern in nature, thus providing a foundation for more sophisticated and restrictive models. Explicit solutions to this system can be found by eliminating time from the two differential equations above to get

$$\frac{dy}{dx} = \frac{-y \delta x - \gamma y}{x \beta y - \alpha},$$

which is a separable ODE, and the explicit solution of Eq. (2) can be obtained as

$$\beta y - \alpha \ln y + \delta x - \gamma \ln x = C,$$
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where $C$ is a constant of integration.

Some researchers proposed controlled models where a control is added to both equations, so they become:

$$\begin{cases}
\frac{dx}{dt} & = \alpha x - \beta xy - xu_{\text{pred}}(t), \\
\frac{dy}{dt} & = -\gamma y + \delta xy - yu_{\text{pred}}(t),
\end{cases}$$

(4)

where $u_{\text{pred}}(t)$ is the control variable for the prey population, acting on the predator dynamics, and similarly for $u_{\text{prey}}(t)$. This is to allow the prey population to achieve a desired state $x_d$ for the prey and a desired state $y_d$ for the predator.

Recently, Lacitignola et al. [10] both applied the $Z$-type control method to the classical Lotka-Volterra model and the generalized model respectively, in order to maintain species from extinction and to enhance ecosystem stability. Prey and predator populations have been proved to converge to the desired state exponentially. Two cases have been considered: A direct control is proposed to control the prey and the predator populations simultaneously, and the case of indirect control has been applied to one of the species, but the other one needs to be controlled.

In fact, the direct controlled Lotka-Volterra model can be written as:

$$\begin{cases}
\frac{dx}{dt} & = (\alpha - u_{\text{prey}}(t))x - \beta xy, \\
\frac{dy}{dt} & = -(\gamma + u_{\text{pred}}(t))y + \delta xy,
\end{cases}$$

(5)

where $\alpha - u_{\text{prey}}(t)$ and $\gamma + u_{\text{pred}}(t)$ are functions of $t$.

This has motivated us to investigate the case where all $\alpha(t)$, $\beta(t)$, $\gamma(t)$ and $\delta(t)$ are differentiable functions of $t$.

The purpose of this paper is to present, under suitable conditions on the coefficients, new exact solutions of the system:

$$\begin{cases}
\frac{dx}{dt} & = \alpha(t)x - \beta(t)xy, \\
\frac{dy}{dt} & = -\gamma(t)y + \delta(t)xy.
\end{cases}$$

(6)

It is worth noting that Volterra has made the following assumptions:

1. Presence of the predator depends on the presence of the prey.
2. Prey population grows up exponentially without bounds in the absence of predators.
3. Prey can always find food.
4. Both species are uniformly distributed in their habitat.

Under the aforementioned assumptions, we can propose the following compatibility condition as a natural law for this specific habitat:

If $\alpha$ declines then $\gamma$ increases due to starvation, which in turn causes $\alpha$ to increase. On the other hand, if $\alpha$ increases then $\gamma$ declines due to availability of food, which in turn causes $\alpha$ to decline due to the abundance of attacks from the predators.

This condition seems natural and satisfies the assumptions, and most importantly leads to the following population cycle:

$$\alpha \uparrow \Rightarrow \gamma \downarrow \Rightarrow \beta \uparrow \Rightarrow \alpha \downarrow \Rightarrow \gamma \uparrow \Rightarrow \beta \downarrow \Rightarrow \alpha \uparrow.$$  

(7)
2 The Exact Solutions

2.1 The First Exact Solutions

The first step is to change system (6) into an equivalent system. For this, we perform a change of dependent variables as follows:

\[ x = e^u \text{ and } y = e^v. \]  \hfill (8)

Substituting (8) into (6), we obtain

\[
\begin{align*}
\frac{du}{dt} &= \alpha(t) - \beta(t)e^v, \\
\frac{dv}{dt} &= -\gamma(t) + \delta(t)e^u.
\end{align*}
\]  \hfill (9)

Thus

\[
\begin{align*}
\frac{du}{dt} + \beta(t)e^v &= \alpha(t), \\
-\frac{dv}{dt} + \delta(t)e^u &= \gamma(t).
\end{align*}
\]  \hfill (10)

Rewrite system (10) as

\[
\begin{align*}
\frac{1}{\alpha(t)} \frac{du}{dt} + \frac{\beta(t)}{\alpha(t)} e^v &= 1, \\
-\frac{1}{\gamma(t)} \frac{dv}{dt} + \frac{\delta(t)}{\gamma(t)} e^u &= 1,
\end{align*}
\]  \hfill (11)

or

\[
\begin{align*}
\frac{1}{\alpha(t)} \frac{du}{dt} + e^{\ln\left(\frac{\delta(t)}{\alpha(t)}\right)+v} &= 1, \\
-\frac{1}{\gamma(t)} \frac{dv}{dt} + e^{\ln\left(\frac{\beta(t)}{\gamma(t)}\right)+u} &= 1.
\end{align*}
\]  \hfill (12)

Now by the change of variables

\[ U = \ln\left(\frac{\delta(t)}{\alpha(t)}\right) + u \text{ and } V = \ln\left(\frac{\beta(t)}{\gamma(t)}\right) + v. \]  \hfill (13)

Substituting (13) into (12), we obtain

\[
\begin{align*}
\frac{1}{\alpha(t)} \frac{dU}{dt} - \frac{1}{\alpha(t)} \frac{d}{dt} \left(\ln\left(\frac{\delta(t)}{\alpha(t)}\right)\right) + e^V &= 1, \\
-\frac{1}{\gamma(t)} \frac{dV}{dt} + \frac{1}{\gamma(t)} \frac{d}{dt} \left(\ln\left(\frac{\beta(t)}{\gamma(t)}\right)\right) + e^U &= 1.
\end{align*}
\]  \hfill (14)

If we assume that

\[
\frac{1}{\alpha(t)} \frac{d}{dt} \left(\ln\left(\frac{\delta(t)}{\alpha(t)}\right)\right) = K_1
\]  \hfill (15)

and

\[
\frac{1}{\gamma(t)} \frac{d}{dt} \left(\ln\left(\frac{\beta(t)}{\alpha(t)}\right)\right) = K_2,
\]  \hfill (16)

where \( K_1 \) and \( K_2 \) are two constants, then system (14) reduces to

\[
\begin{align*}
\frac{1}{\alpha(t)} \frac{dU}{dt} + e^V &= 1 + K_1, \\
-\frac{1}{\gamma(t)} \frac{dV}{dt} + e^U &= 1 - K_2.
\end{align*}
\]  \hfill (17)
Clearly, \((U, V) = (\ln(1-K_2), \ln(1+K_1))\), \(K_1 > -1, K_2 < 1\) is a solution to system (17). We then get from (13)
\[
u = \ln(1-K_2) - \ln(\frac{\delta(t)}{\gamma(t)}) \quad \text{and} \quad v = \ln(1+K_1) - \ln(\frac{\beta(t)}{\alpha(t)}).
\]
(18)

Consequently,
\[
x = (1-K_2)\frac{\gamma(t)}{\delta(t)} \quad \text{and} \quad y = (1+K_1)\frac{\alpha(t)}{\beta(t)}.
\]
(19)

Thus we have proved

**Theorem 1** Let \(\alpha(t), \beta(t), \gamma(t)\) and \(\delta(t)\) be positive and differentiable functions. If we assume that
\[
\frac{\delta'(t)}{\delta(t)} - \frac{\gamma'(t)}{\gamma(t)} = K_1\alpha(t),
\]
(20)
and
\[
\frac{\beta'(t)}{\beta(t)} - \frac{\alpha'(t)}{\alpha(t)} = K_2\gamma(t),
\]
(21)
then the exact solution to the general nonlinear system (6) is given by (19).

The condition (20) implies that: If \(\gamma \uparrow\) then \(\beta \downarrow\) and/or \(\alpha \uparrow\), and If \(\gamma \downarrow\) then \(\beta \uparrow\) and/or \(\alpha \downarrow\).

The condition (21) implies: If \(\alpha \uparrow\) then \(\gamma \downarrow\) and/or \(\delta \uparrow\), and If \(\alpha \downarrow\) then \(\gamma \uparrow\) and/or \(\delta \downarrow\).

The two conditions are consistent with the compatibility condition and the population cycle. Now we consider the simplest case of Theorem 1, namely the case when \(\alpha(t) = \alpha, \beta(t) = \beta, \gamma(t) = \gamma\) and \(\delta(t) = \delta\). Thus the conditions of this theorem are satisfied, and we find \(K_1 = K_2 = 0\). Hence Let \(\alpha, \beta, \gamma, \text{and } \delta\) be positive constants, then the exact solution to the general nonlinear system (6) is given as
\[
x = \frac{\gamma}{\delta} \quad \text{and} \quad y = \frac{\alpha}{\beta}.
\]
(22)

This solution represents a fixed point (population equilibrium). This means that levels of population at which this equilibrium is achieved depend on the chosen values of the parameters \(\alpha, \beta, \gamma\) and \(\delta\).

**2.2 The second Exact Solutions**

Differentiating both sides of the second equation of (10), we obtain
\[
v'' = -\gamma'(t) + \delta'(t)e^{\alpha u} + \delta(t)u'e^{u}.
\]
(23)

Eliminating \(u'\) and \(e^{u}\) from (23) by using (10), we obtain a second order differential equation in \(v\):
\[
v'' = \left(\frac{\delta'(t)}{\delta(t)} + \alpha(t)\right)v' - \beta(t)v' e^{\gamma(t)} - \beta(t)\gamma(t)e^{\beta(t)} + \alpha(t)\gamma(t) - \gamma'(t) + \gamma(t)\frac{\delta'(t)}{\delta(t)}.
\]
(24)

Multiplying both sides of Eq.(24) by \(e^{-\int f(t)dt}\), where \(f(t) = \frac{\delta'(t)}{\delta(t)} + \alpha(t)\), to obtain
\[
\left(e^{-\int f(t)dt}v'\right)' = -\beta(t)e^{-\int f(t)dt}(v' + \gamma(t))e^{v} + e^{-\int f(t)dt}g(t),
\]
(25)

where \(g(t) = \alpha(t)\gamma(t) - \gamma'(t) + \gamma(t)\frac{\delta'(t)}{\delta(t)}\).

Multiplying now both sides of Eq.(25) by \(e^{\int \gamma(t)dt}\), we obtain
\[
e^{\int \gamma(t)dt}\left(e^{-\int f(t)dt}v'\right)' = -\beta(t)e^{\int \gamma(t)dt}(v' + \gamma(t))e^{v+\int \gamma(t)dt} + e^{-\int (f(t)+\gamma(t))dt}g(t).
\]
(26)
So that
\[
\left( e^{-\int g(t)dt} \right)' = -\beta(t) e^{-\int \gamma(t)dt} \left( e^{\int \psi(t)dt} \right)' + e^{-\int \gamma(t)dt} f(t).
\] (27)
If we assume that there is a constant \( K \) such that
\[
\beta(t) e^{-\int \gamma(t)dt} = K.
\] (28)
Then, Eq.(27) becomes
\[
\left( e^{-\int g(t)dt} \right)' = -K \left( e^{\int \psi(t)dt} \right) + e^{-\int \gamma(t)dt} f(t).
\] (29)
Hence,
\[
e^{-\int g(t)dt} = -Ke^{\int \gamma(t)dt} e^{\int \psi(t)dt} + \int e^{-\int \gamma(t)dt} g(t) dt + C,
\] (30)
where \( C \) is a constant of integration.

Substituting the second equation of the system (10) into the LHS of (30), we obtain
\[
e^{-\int g(t)dt} (-\gamma(t) + \delta(t) e^{\int \psi(t)dt}) = -Ke^{\int \gamma(t)dt} e^{\int \psi(t)dt} + \int e^{-\int \gamma(t)dt} g(t) dt + C.
\] (31)
Hence,
\[
\delta(t) e^{\int \psi(t)dt} + Ke^{\int \gamma(t)dt} e^{\int \psi(t)dt} = \gamma(t) + e^{\int \gamma(t)dt} \int e^{-\int \gamma(t)dt} g(t) dt + Ce^{\int \gamma(t)dt}.
\] (32)
Consequently,
\[
\delta(t) x + Ke^{\int \gamma(t)dt} e^{\int \psi(t)dt} y = \gamma(t) + e^{\int \gamma(t)dt} \left( \int e^{-\int \gamma(t)dt} g(t) dt + C \right).
\] (33)
Using the above condition (28), thus (33) becomes
\[
\delta(t) x + \beta(t) y = \gamma(t) + e^{\int \gamma(t)dt} \left( \int e^{-\int \gamma(t)dt} g(t) dt + C \right).
\] (34)
The substitution of (34) into the original system (6) leads to the two Bernoulli’s equations:
\[
\frac{dx}{dt} = \phi(t)x + \delta(t)x^2
\] (35)
and
\[
\frac{dy}{dt} = \psi(t)y - \beta(t)y^2,
\] (36)
where
\[
\phi(t) = \alpha(t) - \gamma(t) - e^{\int \gamma(t)dt} \left( \int e^{-\int \gamma(t)dt} g(t) dt + C \right)
\] (37)
and
\[
\psi(t) = e^{\int \gamma(t)dt} \left( \int e^{-\int \gamma(t)dt} g(t) dt + C \right).
\] (38)
Then the general solutions of (35) and (36) are given, respectively, by
\[
x = \left[ -e^{-\int \phi(t)dt} \int e^{\int \phi(t)dt} \delta(t) dt + C_1 e^{-\int \phi(t)dt} \right]^{-\frac{1}{2}}
\] (39)
and
\[
y = \left[ e^{-\int \psi(t)dt} \int e^{\int \psi(t)dt} \beta(t) dt + C_2 e^{-\int \psi(t)dt} \right]^{-\frac{1}{2}},
\] (40)
respectively, where \( C_1 \) and \( C_2 \) are two constants.

Thus
Lemma 2 Let $\alpha(t)$, $\beta(t)$, $\gamma(t)$ and $\delta(t)$ be positive and differentiable functions. If there exists a constant such that (28) is satisfied, then the exact solution $(x, y)$ to the general nonlinear system (6) is given by (39) and (40).

3 The Implicit Solutions

Furthermore, if we assume that $\alpha(t) = \alpha$ and $\gamma(t) = \gamma$. Then by eliminating time from the two differential equations of system (17) to get
\[
-\frac{\gamma}{\alpha} \frac{dU}{dV} = \frac{1 + K_1 - e^V}{1 - K_2 - e^U},
\]
which gives
\[
\gamma(1 - K_2)U - \gamma e^U = -\alpha(1 + K_1)V + \alpha e^V + C_1,
\]
where $C_1$ is a constant of integration. It follows that
\[
\alpha(1 + K_1) \ln \beta(t) + \gamma(1 - K_2) \ln \delta(t) - \alpha(1 + K_1) \ln \alpha - \gamma(1 - K_2) \ln \gamma
+ \alpha(1 + K_1) v + \gamma(1 - K_2) u - \beta(t)e^v - \delta(t)e^u = C_1.
\]
Hence, the implicit form of the solution can be obtained as
\[
\beta(t)y + \delta(t)x - \alpha(1 + K_1) \ln y - \gamma(1 - K_2) \ln x = \varphi(t),
\]
where
\[
\varphi(t) = \alpha(1 + K_1) \ln \beta(t) - \gamma(1 - K_2) \ln \delta(t) - \alpha(1 + K_1) \ln \alpha + \gamma(1 - K_2) \ln \gamma - C_1.
\]
Thus we have proved

Lemma 3 Let $\alpha(t) = \alpha > 0$, $\gamma(t) = \gamma > 0$ be two constants and $\beta(t), \delta(t)$ be two positive and differentiable functions. Under the same hypothesis of Lemma 1. Then the general solution to the nonlinear system (6) is given by the implicit form (44) and (45).
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