Simulation-based analysis of clock synchronization for underwater wireless sensor networks
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Abstract. Clock synchronization in underwater wireless sensor networks (UWSN) is a key procedure for the operation of this type of networks. Besides, due to the characteristics of the underwater channel, UWSNs face challenging constraints that make them different from other ad hoc wireless networks such as limited bandwidth, high error rates, high propagation delay, just to mention a few. Most of the existing literature on clock synchronization for UWSNs has been done through mathematical models. Thus, in this paper, we present a simulation-based approach to Light-Sync, which is a protocol synchronizing sensor nodes placed on the sea to a beacon on the surface. We use NS-2 along with AquaSim to study a UWSN with Light-Sync and prove its operation by means of discrete-event simulation. Moreover, our results are consistent with those found in Light-Sync and match accurately the synchronization accuracy regardless the number of nodes in the UWSN. Thus, we provide a simulation-based validation approach that makes more robust the proposal in Light-Sync.

1 Introduction

Underwater sensor networks are deployed to support a great variety of applications in the oceans such as temperature monitoring, disaster prevention, water salinity and water oxygen levels, to mention a few. Such applications are much more challenging to develop than traditional sensor networks since underwater communications present characteristics that make quite difficult the transmission in the channel. Traditional wireless sensor networks use radio or optical channels as the communications medium; thus, transmissions use the electromagnetic spectrum [1]. On the other hand, the downside of using the electromagnetic spectrum for UWSNs is that water greatly affects communications since it disperses the electromagnetic frequencies. Therefore, for underwater communications acoustic waves are preferred. Using acoustic waves makes communication possible in UWSNs, but this does not mean it is easy. In fact, several phenomena impact the quality of underwater communications. This is because the propagation speed of acoustic signals is about 1500 m/s, which clearly limits the maximum throughput of UWSNs.

Nowadays, communications in underwater networks are very useful for the range of applications cited above. An underwater wireless sensor network is commonly composed of
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a network of sensors deployed in the ocean sending data to a beacon placed at the surface. Figure 1 shows the general architecture for a UWSN. The sensor network relays data through multihop paths from the seabed to a station or a buoy, which acts as a supernode at the surface. Such a supernode may be equipped with an acoustic transducer, allowing multiple communications through surface towers and satellites.

2 State-of-the-art on synchronization in UWSNs

Work on synchronization for UWSNs mainly focuses on the low reliability of the underwater communications channel as well as on the characteristics of the network, i.e., a static or mobile topology. A series of exchanges of round-trip packets, followed by a linear regression is implemented to estimate clock skew and drift.

2.1 MU-Sync

The goal of MU-Sync is to compute clock skew and drift through two approximation phases [2]. The first one is called skew and offset acquisition phase, where sensor clocks are
estimated with a two-step linear regression on a set of reference beacons, which are transmitted by a cluster that responds to the neighbor nodes. During the second phase, called synchronization phase, the cluster transmits clock skew and drift values of all neighbors. The approach followed by MU-Sync is by means of a cluster on a master-slave setup. However, the limiting factor in this protocol is the large message exchange between each node and the cluster, which requires several beacons, resulting in a message overload. Besides, it is assumed that the propagation delay is estimated with the average round-trip time, which causes additional errors.

2.2 D-Sync

In D-Sync, a cluster starts the synchronization process by transmitting a reference packet to which all the neighbors respond [3]. Through an estimation of the Doppler effect, the propagation delay is inferred by applying least squares estimators for the neighbor clock nodes with respect to the cluster, reducing in this way the estimation error. Like MU-Sync, D-Sync uses a master-slave approach; however, to get better efficiency in energy consumption, the approach is more complex which makes it even more sensitive to packet loss.

2.3 Mobi-Sync

Mobi-Sync considers networks composed of three different types of nodes: buoys at the surface equipped with GPS, supernodes operating with reference clocks always synchronized with the buoys, and low-complexity and low-cost nodes [4]. Mobi-Sync creates a spatial correlation between the mobile nodes to estimate the propagation delay using a model to infer the speed of ordinary nodes as a function of the speed of the supernodes. During the packet exchange phase, a node transmits a message to request clock synchronization. Each supernode neighbor schedules two response messages containing the speed vector and the timestamp of the MAC layer. The packet exchange phase ends when a node has collected enough data for a linear regression with a preset precision. After a fixed time interval, $t_1$, each supernode transmits its first response packet trusting each supernode is located at a different distance with respect to the reference node to avoid collisions. In the interval $t_2$, the supernodes transmit a second response packet. On the other hand, accounting with a more precise synchronization implies having a larger message exchange, which results in a higher energy consumption, which is undesirable.

2.4 Light-Sync

Light-Sync assumes the network is static since the nodes are anchored to the seabed. Thus, through a gateway it accurately gets the time by means of a GPS receiver [5]. Light-Sync focuses mainly on reducing energy consumption. It is executed in two phases; the first one consists of a series of full-duplex packet exchanges between a buoy $P$ and a node $A$, which is the closest neighbor. The time between transmission and reception, $\varepsilon$, over $P$ is fixed for node $A$. The first phase ends when node $A$ has accurately estimated the clock parameters with a node $B$ located within the communications range of node $A$, but not within that of $P$.

2.5 TSHL

TSHL (Time Synchronization for High Latency) is a clock synchronization algorithm for long-range and short-range networks [6]. It is executed in two phases; in the first one, each
node computes clock bias through a linear regression from multiple beacons. During the second phase, clock drift is computed through a full-duplex packet exchange with a MAC timestamp. TSHL assumes a constant propagation delay, thus nodes must be stationary. The multihop network is formed of sensor nodes attached to buoys to platforms or boats.

3. Simulation of Light-Sync

As mentioned above, there is little work on evaluating clock synchronization protocols for UWSNs by means of simulation. Using a discrete-event simulator has the advantage of considering a wider range of phenomena at the physical and MAC layers since it makes no simplifying assumptions as mathematical models do. Moreover, providing a simulation-based approach validated with a mathematical model, provides a strongest approach for a protocol. Thus, in this paper we evaluate Light-Sync with the NS-2 simulator along with Aqua-Sim, which is an extension for UWSNs. Aqua-Sim allows to simulate the attenuation of the underwater acoustic channel, packet collisions caused by long delays, and also it is able to support three-dimensional simulation setups.

Table 1 lists the parameters used in the simulations of our scenario. We have executed 100 simulations for each initial position of the nodes. Thus, we deploy 30 underwater nodes randomly distributed not exceeding a volume of $100 \times 100 \times 100$ m$^3$. Also, we put a buoy node at the center of the area placed at the surface (zero depth). During our simulations, each of the ordinary nodes is able to directly communicate with the buoy through a previous message exchange to synchronize, while the rest wait their turn to do the same operation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>$100 \times 100$ m</td>
</tr>
<tr>
<td>Depth</td>
<td>$100$ m</td>
</tr>
<tr>
<td>Transmission power</td>
<td>$0.75$ W</td>
</tr>
<tr>
<td>Receiving power</td>
<td>$0.2$ W</td>
</tr>
<tr>
<td>Propagation speed</td>
<td>$1500$ m/s</td>
</tr>
<tr>
<td>Routing protocol</td>
<td>VBF (Vector-based forwarding)</td>
</tr>
<tr>
<td>Simulation time</td>
<td>$2000$ s</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>$31$</td>
</tr>
<tr>
<td>Maximum data packet size</td>
<td>$40$ bytes</td>
</tr>
<tr>
<td>Minimum data packet size</td>
<td>$5$ bytes</td>
</tr>
<tr>
<td>Coverage range</td>
<td>$130$ m</td>
</tr>
</tbody>
</table>

During the simulation, the propagation speed is kept constant. Each simulation campaign lasts $2000$ seconds. After sending data, each node is able to pass to a waiting state saving energy in this way. The simulation scenario is illustrated in Figure 2.
4 Results

We execute campaigns of 200 simulations in order to get accurate results. The parameter of interest is the synchronization time of each of the 30 nodes distributed along the configured region with respect to the buoy node at the surface. The synchronization procedure in Light-Sync starts when one of the nodes, mainly the closest to the surface, broadcasts a synchronization request message to the buoy, which contains a timestamp, $T(t_i)$. Then, at time $t_i$, the node has received the message. Thus, after a time $\varepsilon$, the buoy responds to the node with a message carrying timestamps $t_i$ and $t_i$ of reception and transmission. To end this first part, the node receives such a message at time $T(t_i)$. Such message exchange between the node and the buoy is repeated $I$ times until an accurate estimation of the clock skew and drift is obtained respect to the buoy.

Later on, the nodes that are furthest away from the buoy but inside its coverage range will repeat the same process. Then, the second phase of Light-Sync operates on the nodes outside the buoy coverage range but inside the coverage range of a node that has already estimated its clock values. Thus, we show in Figure 3 the linear regression we compute to confirm that the further the node is from the buoy, the largest its synchronization delay respect to it.

Finally, we compute the mean squared error (MSE) to analyze the exchange of messages between nodes and the buoy. Clock estimation is independent of the number of iterations, $I$, and the number of nodes in the network because each node is considered separately. Thus, Figure 4 shows the MSE computed from the obtained values during the communication between the buoy $(P)$ and the closest node $(A)$. We find that the estimators for clock skew and drift will be very efficient.
Fig. 4 MSE estimation versus the number of iterations, $I$.

5 Conclusions

We have evaluated, by means of simulation with NS-2 and Aqua-Sim the performance of Light-Sync, a well-known clock synchronization protocol for UWSNs. Most of the existing literature does not consider a simulation approach for evaluation. This is quite important, since such an approach does not take into account over simplifying assumptions often made by closed-form models. Moreover, providing a simulation-based evaluation offers a more complete and robust approach. Thus, we have validated the results presented in [5], which are consistent with those found with the analytical model provided. Our results match accurately those of Light-Sync about the synchronization accuracy, regardless of the number of nodes in the UWSN. The importance of validating synchronization algorithms by means of simulation is clearly important, as also shown in [7].
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