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Abstract

The process of creating a condensed type of document that retains significant information and thus the general meaning of the source text is known as text summarization. Automatic summarization is a popular method for quickly locating significant information in vast texts with minimal effort. In today's era information is the integral part of knowledge and it is too noisy and not in the precise manner for that both abstractive and extractive summarization techniques are used. The proposed model combines the summarization process for both text and image input type, which makes it easier for user to generate the precise summary regardless of the input type. The proposed model uses Textrank algorithm for the summarization process. Recall oriented understudy of gisting evaluation (ROUGH) score is used by the model to evaluate the accuracy of generated output. The model gives high ROUGH score which assures the accuracy of the generated summary.

1. Introduction

Automatic summarization technology is critical for information retrieval and text classification, and it should give a solution to the problem of knowledge overload [1]. A procedure of lowering the size of a text while keeping its information content intact is known as text summarization.[2] The proposed model uses a sentence clustering-based summarization approach. The model uses textrank algorithm for summarization which works on sentence ranking method. The model compares its results with researches in the field to provide more efficient summary of the data. The proposed model combines the text and image summarization model in a single system which differentiate it from the previous generated models.

1.1 Objectives

This model consists various input type summarization in an integrated form. This model aims at accurate summarization of provided input data. The generated output will be easily understandable and readable. Proposed system will analyze the given input data and remove the irrelevant information and will integrate the central ideas in meaningful way thus the model will focus on the main corpus of information rather than the information which leads to information overload. It will generate a compact yet precise output. Effective text summarization: The model aims to provide the best solution for summarization of the given input data regardless of its type. The proposed system aims to summarize the data in an accurate way regardless of the size of input data.

1.2 Motivation

In this era of information technology information plays a vital role in everyday life of all the individuals.[3] The summarization makes the process of information gathering easy for the users. The proposed model compared its output with the output of previous systems which helped to increase the usability and provide better result to end users of the system.

2. Literature Survey

2.1 Existing Systems
The literature survey for the summarization is briefly explained in the following segment. The main discussion is associated with various algorithms used for summarization and the output generated by all the algorithms respectively. 

A. Term Frequency (TF) - Inverse Document Frequency (IDF): TFIDF is the algorithm used in extractive summarization. The terminology Term Frequency (TF) is used to count the occurrence of the words. The frequency obtained is used to determine the word’s importance. The greater the occurrence of a word, the greater its significance in the paper [4]. The simplest way to explain TF is that it counts the number of times a word appears in a document [5]. IDF stands for Inverse Document Frequency, which gives unusual words a greater value and recurrent terms a smaller one. TF sometimes miscalculates the importance of stop words based on their frequency of occurrence. IDF identifies the infrequent occurrence of words in the document to solve TF's problem.

B. Sequence to Sequence Model: The suggested TFRSP approach uses an abstractive summarization algorithm known as a sequence-to-sequence model to create new phrases while keeping the sense of the source content. Google was the first to introduce the Sequence-to-Sequence methodology, which now drives applications such as Google Translate, image captioning, text summarization, online chat bots, and more. It is an encoder-decoder paradigm that maps input and output sequences of various lengths to each other [6]. Long Short-Term Memory (LSTM) is a subcomponent of the encoder-decoder component that is effective for capturing long-term dependencies. There are two steps to the encoder-decoder model: training and inference [7].

C. Text Rank Algorithm: For summarization, the Text Rank algorithm is an extractive and unsupervised learning system. This algorithm is based on the methodology of sentence ranking. As a result, the data in a given input file is first concatenated together in the Text Rank method. After that, stemming is used to separate it into independent sentences [8]. Then, for each sentence, word embeddings are calculated. After that, the algorithm determines sentence-to-sentence similarity and saves the results in a matrix. The similarity matrix is then transformed into a graph, with the sentences serving as vertices and the similarity matrix serving as edges [6]. This graph is then used to rank the sentences, which aids in the creation of the summary. The sentences with the highest scores are given out first.

D. ROUGE score: The ROUGE metric (Recall Oriented Understudy of Gisting Evaluation) is a text summarization metric. It's used to compare the n-gram matches between the system-summary acquired from text summarization and the human-generated reference summary [9]. The ROUGE score is made up of precision, recall, and f-measure values that are added together. The ROUGE-1 score assesses the overlap of unigrams from the system-generated summary and the reference summary created by humans [10].

2.2 Limitations of Existing System

The existing systems have given good results. But they do not have all the required features. Basically, they are either text input dependent or image input dependent. Following research gaps are identified in the existing techniques:

- Existing model provides a correct summary of only short text. When it came to longer text the summarization performed by these systems was inaccurate and irrelevant.
- The existing systems developed for the summarization were unable to understand the meaning of many vocabulary words. Some of the systems are tested only for specific language datasets. So, the accuracy of generated abstract is not that good when it came to the vocabulary words.
- Many difficulties were faced by the systems while summarizing the long texts.
- As discussed before previously designed systems were unable to generate accurate abstract for the loner texts. It is also observed that when the number of selected sentences exceeds three, the average ROUGE score drops.
- There is no existing model which combined both text and image summarization model into single system.

3. Proposed System
3.1 Problem Statement

“Automated Script Outline Generator using textrank Algorithm” is a model that aims to build a system which will be able to perform the summarization of both text and image. Based on the given input the proposed system will extract the important content from that.

3.2 Proposed Methodology

The proposed model uses textrank algorithm for the summarization of given input data. The following diagram shows the detailed working of the proposed system. As shown in the fig. 1 The model first takes the input from the user in either text or image format. If the given input is in image format, then it is first converted into text using OCR. Then Document preprocessing is performed in which stemming and lemmatization is performed on the input data. Then all the data in collected together then textrank algorithm is applied onto that data. The sentences are ranked in a tree manner. User defines the amount of summary required by them. Accordingly, system generates summary with highest ranked sentences. In this way the proposed model works. The ranking algorithms thus provides correctness to the overall output as only the highest ranked sentences are given out as output summary.

The practice of distilling the most significant information from a source into an abridged version for a specific user and task is known as summarizing. A sentence clustering-based summarization strategy is proposed in this model. A system pipeline that utilizes both error detection and correction models. The summarization process will be performed using textrank algorithm where first the system will take the input data, perform pre-processing on that data and then model building will be done after which the summarized output data will be generated.

3.2.1 Input:

Input consists of the input data that user is going to provide to the system. For this proposed system BBC news dataset from Kaggle is used. This dataset is made by collecting various news articles gathered from all over the web. Also for the image input the system is provided with an image containing information about android. Thus the system is using the multiple sentence dataset for the evaluation purpose.

3.2.2 Data Pre-processing:

In the preprocessing part of implementation, the system performs stemming and lemmatization on the given input data. In this module first the system will Read the file. After that it will Split the text into the articles into sentences. Then the system will remove punctuations, numbers and special characters. The system will also remove stop words from the sentences. After all this procedure the system will extract word vectors.

Fig. 1 Block diagram of automated script outline generator

3.3.3 Model Building using TextRank algorithm:

After the preprocessing is performed on the data the next step in the model is model building. In this step basically each sentence is then tokenized into a group of words in the next phase. Then, in order to define sentence similarity, we represent each sentence in the given text document as a word vector. Similarities between sentence vectors are calculated and stored in a matrix using cosine similarity. The similarity matrix is then turned into a graph for sentence rank calculation, with sentences as vertices and similarity scores as edges. Finally, the final summary is made up of a set of top-ranked sentences.

Text Rank algorithm is extractive and unsupervised learning algorithm used for the summarization. This algorithm works on sentence ranking methodology. So, in Text Rank algorithm first of all the data in given input file is concatenated together. Then it is splitted into individual sentences by performing stemming on it. After that word embeddings for each sentence are calculated. Then the algorithm calculates the sentence-to-sentence similarity and stores the calculated similarities in matrix. The similarity matrix is then converted to form a graph where the
sentences act as vertices of graph and the similarity matrix acts as edges of graph. This graph is then used to rank the sentences this ranked sentences helps to generate the summary. The highly ranked sentences are given out as the generated output summary.

4. Result and Analysis

4.1 Evaluation parameters

The generated output by the proposed model is compared with other existing summarization models using ROUGH score. Recall-Oriented Understudy for Gisting Evaluation (ROUGE) is an acronym for ROUGE. It consists mostly of a set of measures for assessing automatic text summarization and machine translation. It works by comparing a summary or translation generated automatically with a set of reference summaries. ROUGE score is summary accuracy evaluation metric which compares the human generated summary and machine generated summary. Following are the evaluations done by the proposed system.

Recall (R): Number of overlapping words / total words in reference summary

Precision (P): Number of overlapping words / total words in system summary

F1_score (F1): (2 * Precision * Recall) / (Precision + Recall)

4.2 Result

The proposed model used BBC news dataset from Kaggle and image input containing the android information as an input. Fig. 2 and Fig. 3 show the generated summary for the given input. Fig.2 shows the output generated by the model when text is given as a input.

Fig. 2 TextRank algorithm

Fig. 3 Output for text input

4.3 Evaluation with ROUGE

For a single document, the proposed method for extractive text summarization is used. For the summarization of input data, the Textrank algorithm is employed. For analyzing generated summaries, ROUGE (Recall Oriented Understudy for Gisting Evaluation) is used. Precision, recall, and the F measure are the performance evaluation metrics used to evaluate ROUGE score.

Table 1 Performance comparison between results obtained by the proposed model and existing model.
Table 1 shows the comparison between the obtained results from proposed model and existing model. Fig.5 graphically shows how the proposed model is working better than the previous model. For total 5 documents the system performance is tested. After comparing the results of proposed model and existing models we came to the conclusion that our model is providing better precision, recall and F1 score than the existing model.

5. Conclusion and Further Work

The textrank algorithm generates a summary for the BBC news dataset combining the text and image summarization model and producing an integrated approach with the increased accuracy of 57.75% when compared with the traditional methods of summarization. The system generating a summary for both text and image input type combined were not existing. Also, the proposed model provides high ROUGH score even after combing the two model together.

Future work:
The proposed model already processes the summarization for text and image input type. The current system can be enhanced by integrating more classification techniques along with adding various functionalities. The proposed model could also be used to test on various different datasets to increase the versatility of the entire model.
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