
 

Text sentiment classification method based on 
DPCNN and BiLSTM 

Weichun Huang, Jiawei Nie*, Xiaohui Huang 

East China Jiaotong University, Software College, China 

Abstract. In recent years, deep learning network models have been 

widely used in the aspect of text emotion classification and have achieved 

remarkable achievements. The traditional TextCNN network can only 

extract local spatial features of sentences, while the improved DPCNN 

model has the ability to capture long-distance dependence of the text by 

deepening the network depth. At the same time, bi-LSTM model is 

characterized by learning temporal information of text. Therefore, this 

paper combines the two models, which can not only obtain the spatial local 

information of the text, but also further strengthen the ability to understand 

and learn the semantic association information of the text. Experimental 

results show that the classification effect of the model used in this paper is 

better than the single model. 

1 Introduction 

In recent years, with the rapid development of global information technology, people’s 

enthusiasm for participating in the Internet has been increasing day by day, and actively 

expressing their views and opinions on the Internet, thus generating a large number of 

valuable text data. It is very crucial to conduct accurate emotion analysis on these 

samples. For example, by analyzing customers' comments, businesses can find out the 

problems in commodities and make targeted improvements. Relevant government 

departments can analyze public opinion ,so as to understand the real situation of people's 

livelihood.  

Deep learning methods are widely used in the field of NLP and have achieved good 

results. Kim et al [1]. proposed a convolutional neural network CNN,which learns spatial 

local features of different positions of the texts by using convolution kernels of different 

sizes. Lai et al[2]. proposed the cyclic convolutional neural network (RCNN), which firstly 

extracted the temporal features of the text, and then extracted the local features of the 

temporal information, and achieved good results. Wang et al[3]. proposed the LSTM model 

by improving on the traditional RNN, which overcomes the existing problems of gradient 

explosion and gradient disappearance. Zhou et al[4].gave full play to the respective 

advantages of CNN and LSTM and proposed the C-LSTM model.The experimental results 

show that it is better than the use of a single model. Conneau et al[5].proposed the VDCNN 

network model. Although deepening the depth can improve information extraction ability, 

                                                 
* Corresponding author: 2436871864@qq.com 

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons 
Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).

ITM Web of Conferences 45, 01040 (2022)
CSCNS2021

https://doi.org/10.1051/itmconf/20224501040

mailto:author@email.org


the increase of training parameters and training time will also have drawbacks. Wang J et 

al[6]. proposed the ResLCNN network for text classification,which avoids the problem of 

gradient disappearance in deep neural networks by constructing residual structure in multi-

layer network. The DPCNN model of the deep pyramid convolutional network proposed by 

this paper[7] although the model is deepened,has a simple structure and the ability to extract 

remote information, the classification effect is obvious at the representation level with 

words as semantic unit. 

2 Model 

2.1 LSTM 

Convolutional neural network CNN is mainly used to capture the local spatial features of 

sentences, and because the context of the text must be connected. Therefore, RNN, a 

recurrent neural network with the ability to remember previous information is proposed. 

But the problem of "long-distance dependence" arises, that is, due to the deepening of 

sequence length, the subsequent state cannot accurately remember the initial 

information. Therefore, Hochreiter et al[8]. proposed the LSTM model, which  can 

effectively avoid the problem of memory information being forgotten with the increase of 

sequence by using several special memory units.See Figure 1. 
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Fig. 1. LSTM cell structure diagram. 

Forget the door: )( 1 ftftft bxwhwf                                (1) 

Input the door: )( 1 ititit bxwhwi                                 (2) 

Output the door: )( 1 ototot bxwhwo                               (3) 

Candidate memory unit: )tanh( 1 ctctct bxwhwc  


                 (4) 

Updated Status:
1** 



 ttttt cfcic                                   (5) 

Output state: )tanh(* ttt coh                                          (6) 

Where: 1th represents the output state at the previous moment, tx is the input information 

at the current moment, oif www  is the weight matrix, fb is the offset value, th  is the output 

state of the current unit,  which is used to calculate the activation value of each gate unit. 
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2.2 DPCNN 

Deep Pyramid Convolutional Network (DPCNN)[7] is a real deep text classification 

convolutional network following TextCNN. See Figure 2.Firstly, multi-dimension filter is 

used to convolve each text fragment to generate embedding. In order to allow CNN to 

capture long-distance information, the author adopts equal-length convolution to keep the 

positions of words in the input and output sequences unchanged. Each word has more 

accurate and comprehensive semantics and is represented by context information. Although 

the semantic representation will be richer when the network is deeper, two-layer 

convolution is generally adopted in consideration of efficiency. In addition, the use of 1/2 

pooling layer not only reduces the sequence length by half, but also doubles the perceived 

information. Finally, in order to avoid the problems of weight loss and gradient dispersion 

caused by deepening the network depth, the author uses the idea of residual connection in 

ResNet to alleviate the above problems to a large extent. 
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Fig. 2. DPCNN model structure diagram. 

2.2 BiLSTM-DPCNN 

First, the sentences are expressed randomly as a set of vector by word embedding, and then 

sent to two different types of deep learning models bi-LSTM and DPCNN respectively, 

which can not only capture the spatial local features of the text, but also enhance the ability 

to understand contextual semantic association information. Bi-directional LSTM can 

accurately represent the forward and backward semantic information of sentences. Then the 

two features are combined and send them to the fully connected layer network for 

dimensionality reduction classification, See Figure 3. 
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Fig. 3. Overall structure diagram of the model. 
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3 Experiment 

This paper uses the hotel review data set ChnSentiCorp_htl_all (CSC for short) collected by 

Tan Songbo in China.There are 7766 data samples, which are divided into positive and 

negative comments. The training set and the test set are randomly divided according to the 

ratio of 9:1, and 6989 training sets and 777 test sets are obtained. The stuttering word 

segmentation tool is used to segment all text data and remove punctuation marks, repetitive 

items and other meaningless items for emotion classification. 

In order to verify the effectiveness of the model, comparative experiments were 

conducted on four different models. See table 1,The experimental results found that the 

accuracy of the model presented in this paper could reach up to 86.74%, and in the number 

of 5 different convolution kernels, the 3 effects are all most.Table 2 shows the values of 

each evaluation index under the optimal accuracy of the model. 

Table 1. Comparison of accuracy of different models. 

num_filters Bi-LSTM DPCNN BiLSTM_DPCNN BiLSTM+DPCNN 

80 

84.81% 

84.43% 85.71% 86.74% 

90 84.04% 85.20% 86.62% 

100 86.62% 85.46% 85.59% 

110 85.33% 85.46% 86.62% 

120 83.66% 86.10% 85.33% 

Table 2. Specific evaluation indicators. 

 precision recall f1-score support 

Negative 80.18% 75.83% 77.94% 240 

Positive 89.45% 91.62% 90.52% 537 

4 Conclusion 

The text uses DPCNN and BiLSTM to learn the spatial local features and global temporal 

features of the text respectively. Compared with CNN and LSTM, the ability to understand 

contextual information is further strengthened. Next, attention mechanism and syntactic 

structure information should be introduced to enhance the ability to extract key and 

important information in the future. 

References 

1. Kim Y. Convolutional neural networks for sentence classification[J],arXiv preprint 

arXiv,1408.5882(2014).  

2. Lai S , Xu L , Liu K , et al, Recurrent convolutional neural networks for text 

classification[C],the 29th AAAI Conference on Artificial Intelligence,2267-

2273(2015). 

3. Wang X, Liu Y, Sun C J, et al, Predicting polarities of tweets by composing word 

embeddings with long short-term memory[C],the 53rd Annual Meeting of the 

Association for Computational Linguistics and the 7th International Joint Conference 

on Natural Language Processing,1343-1353(2015).  

4. Zhou C, Sun C, Liu Z,et al, A C-LSTM neural network for text classification[J],arXiv 

preprint arXiv:1511.08630(2015). 

4

ITM Web of Conferences 45, 01040 (2022)
CSCNS2021

https://doi.org/10.1051/itmconf/20224501040



5. Conneau A, Schwenk H, Barrault L,et al.,Very deep convolutional networks for text 

classification[J],arXiv:1606.01781(2016). 

6. Wang J,Yang Y, et al.ResLCNN model for short text classification, Journal of 

software,28:61-69(2017). 

7. Johnson R,Zhang T, Deep Pyramid Convolutional Neural Networks for Text 

Categorization[C],the 55th Annual Meeting of the Association for Computational 

Linguistics,(2017). 

8. Hochreiter S, Schmidhuber J,LSTM can solve hard long time lag 

problems[C],Advances in neural information processing systems,473-479(1997). 

5

ITM Web of Conferences 45, 01040 (2022)
CSCNS2021

https://doi.org/10.1051/itmconf/20224501040


