Improved reinforcement learning algorithm for mobile robot path planning
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Abstract. In order to solve the problem that traditional Q-learning algorithm has a large number of invalid iterations in the early convergence stage of robot path planning, an improved reinforcement learning algorithm is proposed. Firstly, the gravitational potential field in the improved artificial potential field algorithm is introduced when the Q table is initialized to accelerate the convergence. Secondly, the Tent Chaotic Mapping algorithm is added to the initial state determination process of the algorithm, which allows the algorithm to explore the environment more fully. In addition, an ε-greedy strategy with the number of iterations changing the ε value becomes the action selection strategy of the algorithm, which improves the performance of the algorithm. Finally, the grid map simulation results based on MATLAB show that the improved Q-learning algorithm has greatly reduced the path planning time and the number of non-convergence iterations compared with the traditional algorithm.
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1 Introduction

Today, with a variety of robots in life, in order to make robots play a role in more fields, the problem of robot mobility has gradually attracted more attention. The primary problem in the whole process of mobility is the path planning problem. For mobile robots, the amount of environmental information can directly determine the method for path planning. If all obstacles in the path including the starting point and the end point can be understood and modeled, then the global path planning algorithm such as A* algorithm\(^1\), dijkstra algorithm based on viewable\(^2\), swarm intelligence optimization algorithm\(^3-4\) can be used and have obvious advantages compared with other algorithms. If the understanding of the overall environment is limited, local path planning algorithms such as dynamic window method\(^5\) vector histogram algorithm\(^6\), artificial potential field algorithm\(^7\) and reinforcement learning algorithm\(^8-11\) are more advantageous. Among them, the reinforcement learning algorithm widely used in robot path planning is Q-learning algorithm. However, the traditional Q-learning algorithm has a lot of invalid exploration in the early stage and slow convergence in the later stage.
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Aiming at the problem of poor early search ability and slow convergence speed of Q-learning algorithm, this paper proposes an improved artificial potential field function as the initialization function of Q value, so that the algorithm can effectively explore the environment in the initial stage. At the same time, the \( \varepsilon \)-greed strategy is improved, the greedy factor is dynamically adjusted according to the number of iterations of the algorithm, and the convergence speed of the algorithm is accelerated on the basis of fully increasing of the environmental exploration. The Chaos mapping algorithm is introduced in the training process, so that the algorithm has better randomness and more uniform ability to explore the environment in the training process. Simulation results show that the improved algorithm can effectively find the optimal path and indeed accelerate the convergence rate.

## 2 Improved Q-learning algorithm

### 2.1 Q-learning algorithm

Q-learning algorithm is a model-independent off-line strategy sequential detection algorithm. The algorithm first initializes the Q value, and then lets the robot randomly select a starting state \( s \). According to the \( \varepsilon \)-greed strategy, the action \( a \) is selected. After the action is selected, the reward value \( r \) and the next state \( s' \) can be obtained. According to the action estimation value \( Q \) of the next state \( s' \), the maximum value \( Q \) is used as the estimated value of the current state-action pair \( (s,a) \). In this way, it is continuously iterative until the state is updated to the target state. The update formula is as follows:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha [r + \gamma \max Q(s', a') - Q(s, a)]
\]

(1)

where \( Q(s, a) \) denotes the estimated value of the current state-action pair; \( \max Q(s, a) \) denotes the maximum estimated value of the state-action pair of the next state; \( r \) denotes the reward for selecting execution under state \( s \); \( \alpha \) denotes the learning rate and \( \gamma \) denotes the discount factor. Generally, the ranges of \( \alpha \) and \( \gamma \) are \((0,1]\).

### 2.2 Q value initialization

The artificial potential field algorithm is a common robot path planning algorithm, which includes the gravitational field used to guide the robot to move to the target and the repulsion field generated by obstacles. In this paper, in order to improve the generality of the algorithm, the influence of the repulsion field of obstacles is not considered. The gravitational potential field function is:

\[
U_{\text{at}} = \frac{1}{2} \eta \rho^2
\]

(2)

where \( \eta \) is the gravitational constant, and \( \rho \) is the distance between the robot and the target. However, this function produces less gravity when the robot is close to the target point, resulting in the difficulty of reaching the target point. Therefore, we propose the following improved function:

\[
V(s') = \eta e^{-\frac{1}{2} \rho^2(v-x)^2 + (y-y_2)^2}
\]

(3)
where $\eta$ is the gravitational constant, and $\mu_1$, $\mu_2$ is the transverse and longitudinal coordinates of the target state, and $x$, $y$ are the transverse and longitudinal coordinates of the current state and the Q value is initialized by formula:

$$Q(s, a) = r + \gamma \sum_{s' \in S} P(s'|s, a)V(s')$$  \hfill (4)$$

where $r$ denotes the reward for selecting execution under state $s$ and $V(s')$ is the value function where the algorithm is located, $P(s'|s, a)$ represents the probability of transition from $s$ to $s'$ in the state.

### 2.3 Chaotic mapping training

In the numerical training process of Q-learning, it requires a large number of random assignments to the initial position, so that the robot can obtain optimal strategies of multiple initial positions to find the global optimal strategy. Therefore, it is very important to make each initial state randomly. In this paper, chaotic mapping algorithm is used to select the initial state, and the formula is as follows:

$$s' = \begin{cases} s / \beta & s \in (0, \beta] \\ (1-s) / (1-\beta) & s \in (\beta, 1] \end{cases}$$  \hfill (5)$$

where $\beta$ is a random factor greater than 0, which is the occurrence rate of state $s$, and the occurrence probability of the next state $s'$ at the same time.

### 2.4 Dynamic adjustment of $\epsilon$ value

Q-learning algorithm is an algorithm using $\epsilon$-greed strategy. If a larger $\epsilon$ value is selected, the later convergence will slow down, and a smaller $\epsilon$ value will increase the difficulty of early exploration. In order to solve this contradiction, an improved $\epsilon$-greed strategy is proposed in this paper. By dynamically adjusting the $\epsilon$ value, the algorithm can explore the environment with a small value in the early stage, and make full use of the known strategy in the later stage. The calculation formula of the $\epsilon$ value is as follows:

$$\epsilon = \epsilon_{max} - (\epsilon_{max} - \epsilon_{min}) \times (\epsilon_{min} * e^{-\frac{50(t+1)}{T}})$$  \hfill (6)$$

Where $t$ is the current iteration number, $T$ is the maximum iteration number, $\epsilon_{max}$ and $\epsilon_{min}$ are the maximum and minimum $\epsilon$ values set by the operator respectively.

### 3 Simulation and analysis

#### 3.1 Simulation environment

In this paper, the $40 \times 40$ grid map built by MATLAB shown in Figure 1 is used as the
simulation environment. The starting point at (1, 1) is the lower left point in Figure 1, and the end point at (40, 40) is the upper right point in Figure 1. The obstacles in the map are black grids, and other grids are accessible spaces. All grids correspond to a state in the algorithm. Each state has two executable action spaces, up and down.

![Path planning simulation environment](image)

**Fig. 1.** Path planning simulation environment.

### 3.2 Simulation parameter

In the grid map above, the following two algorithms are simulated and compared. Trad_QL represents the traditional Q-learning algorithm, tepg_QL represents the improved algorithm proposed in this paper. The parameter $\beta$ in the training of chaotic mapping algorithm is set to 0.6. The dynamic greedy factor of $\varepsilon$-greed strategy are as follows: $\varepsilon_{\text{max}} = 0.9$, $\varepsilon_{\text{min}} = 0.6$, $T = 10000$. For the gravitational function of the artificial potential field, the distance $d$ is calculated by the actual coordinate and $\eta = 4$. Other parameters are all the same in all algorithms, where $\alpha = 1$ and $\gamma = 0.9$. Maximum number $T$ of iterations is 10000. When the standard deviation of 10 consecutive iterations is less than 100, the algorithm is convergent. The reward function is set as:

$$ r = \begin{cases} 
-100 & \text{if } s' \text{ is an obstacle} \\
100 & \text{if } s' \text{ is the target} \\
0 & \text{if } s' \text{ is other position} 
\end{cases} $$

(7)

### 3.3 Results and analysis

By comparing the results of simulation experiments, we can make the following conclusions. After enough iterations, both two algorithms can present good results. The result of final path is represented in Figure 2. It shows the shortest path that the algorithm can obtained.

The picture in Figure 3 shows the convergence process of the above algorithms. Table 1 compares the performance of the two algorithms in detail. The data in Table 1 takes the average value of each algorithm after running for 10 times.
By analyzing the data in Table 1, it can be seen that although both two algorithms can find their optimal paths, the convergence of them are different. By comparing the algorithm Tepg_QL and the algorithm Trad_QL, it is clear that the convergence time of Tepg_QL is 82.5 % shorter than Trad_QL, and the average number of iteration until convergence is 82.6%.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Convergence time (s)</th>
<th>Number of convergences</th>
<th>Optimal path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trad_QL</td>
<td>576.58</td>
<td>644.4</td>
<td>79</td>
</tr>
<tr>
<td>Tepg_QL</td>
<td>15.84</td>
<td>67.3</td>
<td>79</td>
</tr>
</tbody>
</table>

4 Conclusion

In order to solve the problem of slow convergence rate of the traditional reinforcement learning algorithm in the path planning of mobile robots, this paper introduces an improved initialization of Q value in the Q-learning algorithm, and uses the Chaos mapping algorithm to select the initial position. The $\epsilon$ value is changing according to the number of iteration, and the greedy algorithm is used to select the action. The comparison of all the mentioned algorithms shows that the convergence efficiency of the improved algorithm is effectively improved.
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