Speech enhancement augmentation for robust speech recognition in noisy environments
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Abstract. The use of augmentations as a data enrichment method has become an important element in improving the performance of speech recognition systems. To work effectively in noisy conditions, augmentation is usually used to simulate the presence of background noise. However, the quality of speech recognition on samples pre-processed by noise reduction models does not increase. This paper proposes a new approach to speech data augmentation when training ASR systems, intended for their joint use with models for speech enhancement. It was based on the creation of several additional data samples containing speech samples processed by the enhancement model. The proposed approach was tested on the E-Branchformer neural network model using data from the Librispeech set. The quality of speech samples was assessed using the DNSMOS metric. By means of a 100-hour sample of clean speech samples it was shown that the proposed augmentation allows for an improvement in the WER metric of more than 4% in absolute value compared to the generally accepted approach based on adding noisy speech samples. Experiments on 960-hour data demonstrated the robustness of this approach as the training set size increased.

1 Introduction

The development of speech recognition systems has attracted significant attention in recent years, especially in the context of the widespread adoption of voice assistants, smart city technologies, and automated video captioning. The improvement in the efficiency of these systems is largely due to advances in deep learning. The use of neural network models and approaches in the task of speech recognition has led to a significant increase in accuracy close to the level of human perception. However, the presence of additional distortions, such as background noise, reverberation and interference in the signal transmission channel, significantly reduces the effectiveness of recognition models.

Several approaches have been taken to address the distortion problem. Speech enhancement models can be used to pre-process the recognized audio signal. Also, augmentation with artificially noisy records is widely used to enrich training data. This allows models to be trained on a variety of data, increases their generalization ability and stability to various conditions for recording a speech signal. Often, both approaches demonstrate
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This article proposes a new approach to data augmentation for speech recognition models working in conjunction with speech enhancement systems. It uses a combination of several methods for processing speech signals of the training sample, simulating the use of noise reduction methods. The performance of the proposed approach is demonstrated both for the scenario of using a sample of limited size in the case of low-resource languages, and for a large amount of training data. An analysis and discussion of the proposed processing methods is carried out from the point of view of the perceptual quality of the received audio signals.

2 Review of existing methods

One of the first approaches to using data augmentation for automatic speech recognition was proposed in [1]. By applying random linear distortion in the frequency domain to transform spectrograms, the authors demonstrate significant improvement in phoneme error on a test subsample of the TIMIT dataset. These improvements were achieved without increasing the number of training epochs and highlight the potential of data transformation as a key element of training neural networks for speech recognition, especially in data-constrained projects.

Another widely used augmentation method in speech recognition is the approach proposed in [2]. This method is based on changing the speed of playback of audio recordings in order to create variations in speech rate. The use of rate distortion provides robustness to changes in speech rate, which is an important aspect in real-world scenarios where speaking speed may vary depending on the context.

[3] presents the SpecAugment method, which introduces random distortion into a signal by masking successive segments in both the time and frequency domains. Application of the method to deep learning networks for speech recognition tasks allowed us to achieve advanced results on the LibriSpeech [4] and Switchboard data sets. In [5], the possibility of improving the performance of speech recognition systems using the Tacotron speech synthesis architecture and its variations was considered. These architectures have enabled the creation of natural-sounding, polyphonic synthesized speech, offering the prospect of replacing expensive manual transcription of training data for speech recognition.

The approaches described above are not able to eliminate the degradation of speech recognition if the processed samples contain extraneous noise. As a solution to this problem, training of speech recognition systems using a large amount of noisy data was proposed in [6]. In [7], the authors point out the problem of using noise reduction methods for speech recognition, which lies in the difficulty of choosing the required level of noise reduction for signals with different signal-to-noise ratios. The authors proposed a new training error function for speech enhancement systems, which can be used to control the degree of noise reduction depending on the input signal. Another approach presented in [8] is based on the use of recurrent deep networks with attention to improve the quality of speech recordings in the time domain as signal pre-processing. The noise reduction and speech recognition models were trained separately.

3 Models and datasets used

3.1 Description of the speech recognition model

Recently, neural network models based on the Conformer network [9] have demonstrated the best quality when solving speech recognition problems. Models of this type contain components for extracting both global features from the entire input signal and local features
in its individual fragments. In the original work [9], self-attention layers [10] were responsible for extracting global features, and convolution-based layers were responsible for extracting local ones. This approach proved to be extremely effective and demonstrated the best quality on many data sets.

In this work, we used the E-Branchformer network [11], which develops the approach of [9]. In it, the same self-attention layers were responsible for extracting global signal features, but the part that extracted local features consisted of a block based on the Convolutional Spatial Gating Unit [9]. The main difference with E-Branchformer was that these parts were not calculated sequentially, as in the case of the Conformer network, but in parallel. This approach has been shown to perform better on a number of data sets. This determined our choice of this model for conducting numerical experiments.

3.2 Model for speech enhancement

Some of the audio signal augmentation methods considered in this work are based on the use of speech enhancement models. Most modern speech enhancement approaches are based on deep neural networks [12–14]. Unlike methods based on “classical” digital signal processing [15], neural network methods can work in a wider range of different types of non-stationary noise, while demonstrating better quality. They allow not only to clear the signal from noise and improve speech intelligibility, but also to preserve the timbre, intonation and individual speech characteristics of the speaker.

Recently, a large number of neural network methods for improving speech quality have been proposed, working both in real time [13, 16] and offline [14]. The first type mainly includes models based on recurrent or convolutional neural networks [17], the second type includes models using self-attention layers [18]. As a rule, models of the second type demonstrate better quality of the reconstructed speech signal, while sacrificing processing speed.

To construct additional training and test data sets, the work used the denoising model proposed in [19]. It was based on the architecture of a visual transformer, expanded to a pyramidal structure such as a U-Net network [19]. The use of self-attention to time-frequency fragments of the signal in this approach ensured a quality of noise reduction that was superior to existing analogues.

3.3 Librispeech dataset

To carry out numerical experiments, the Librispeech data set, standard for speech recognition tasks, was used [4]. It was collected from audio recordings of English-language audiobooks from the LibriVox corpus [4]. This set included several subsets of 100 hours (“clean_100”), 360 hours (“clean_360”) and 500 hours (“other_500”), which can be used individually or together. To form the first two parts, a method was used based on the use of a model neural network pretrained on Wall Street Journal data [4]. This sample network was used to recognize all examples of the Librispeech set. For them, the WER metric was assessed (see below, in section 4.1). Examples with the best results were selected into the “clean” subset, the rest were included in the “other”. Test examples were selected according to a similar principle. Note that the discrepancy in speech recognition quality was due to the quality of the original clean recordings and differences in speakers' accents, and not to the presence of additional external noise in the signal.
3.4 Dataset with noise samples

Samples of noise audio signals were selected from the DNS Challenge 2021 set [20]. The examples in this set were selected from several sources in such a way that there were at least 500 records for each noise class, thereby solving the problem of class imbalance. The sample included a total of 150 noise classes, with a total of more than 65,000 samples, each lasting at least 10 seconds.

4 Description of metrics

4.1 Metric for speech recognition

To assess the quality of speech recognition, the Word Error Rate (WER) metric [21] was used, which measured the accuracy of word recognition in test examples. The formula for calculating WER was determined as follows:

\[ WER = \frac{S + D + I}{N}, \]

where \( S \) (substitutions) - number of words that were incorrectly recognized, \( D \) (deletions) - number of missing words, \( I \) (insertions) - number of extra (inserted) words, \( N \) - the total number of words in the reference text. The lower the WER, the better the quality of speech recognition.

4.2 Metric for assessing the quality of the speech signal

The standard method for assessing the quality of speech signals is the average value of the opinion of expert listeners (Mean Opinion Score, MOS) [22]. MOS is calculated by averaging the ratings of audio recordings given by 20-60 experts on a scale from 1 (unacceptable quality) to 5 (excellent quality). As stated in [22], a MOS score of 4.0 or higher corresponds to a high-quality speech signal.

In practice, using expert judgments for sufficiently large speech data sets is difficult. Therefore, at present, the DNSMOS metric has begun to be used, which is an estimate of the MOS value using a pre-trained neural network [23]. An important feature of the DNSMOS metric is the ability to assess the quality of a speech signal without having an exemplary “clean” version, which allows it to be used in a wide range of tasks.

5 Experiments

5.1 Generation of augmented speech samples

To conduct numerical experiments, samples of speech samples were generated based on the Librispeech dataset with various types of augmentations applied. Samples were created for two series of experiments: using the 100-hour subset “clean_100” and using the 960-hour subset, which was a union of the “clean_100”, “clean_360” and “other_500” subsets described above in section 3.3. A brief description of all transformations applied to the samples is given in Table 1. Similar transformations were also applied to the corresponding test samples of the Librispeech set (not shown in Table 1).

Noise was added to the “Noisy” sample as follows. For each example, random records were selected from the “Clean” sample from a set of noise samples [20]. In the case where the noise sample exceeded the pure one in duration, it was trimmed to the length of the pure
one. Otherwise, the next randomly selected sample was added to this noise sample. Next, the collected noise additive was amplified or attenuated in amplitude so that the signal-to-noise ratio for the sum of the pure signal and the additive corresponded to a randomly selected value from a uniform distribution over the interval from 0 dB to 40 dB. No additional artificial distortions were introduced into the audio signal (reverberation, modeling of the recording path, etc.).

The transformation to obtain the “Enhanced” and “Denoised” samples consisted of applying a pre-trained neural network model of speech enhancement [19] to the corresponding sample ("Clean" or “Noisy”). It should be noted that the application of this model to clean data (“Clean”) is justified, since when removing distortions in the speech signal, the model not only clears noisy time-frequency fragments, but also, as shown in [19], restores lost fragments in these fragments. Formant components and noise-like consonants. Thus, the clean speech audio signal after quality enhancement was applied typically did not exactly match the original.

Table 1 also shows the durations of the corresponding samples for both series of experiments and the average values of the DNSMOS quality metric based on the data from the 100-hour experiment. The latter quite accurately characterize the nature of how much the corresponding augmentation changes the perceived quality of the speech signal. The use of standard recording acceleration/deceleration does not have a significant impact on expert quality assessments. Using the speech enhancement model increases the average DNSMOS value even for the “Clean” sample, which is likely due to the imperfection of the original recordings of the “clean” subset “clean_100” of the Librispeech set and the presence of signal distortions and extraneous noise in them. As expected, the noisy data had the lowest average value of the quality metric. Applying a speech enhancement model to them made it possible to obtain a selection of speech samples simulating the use of noise reduction in real conditions, when a speech recognition system works with low-quality signals.

Table 1. Description of samples used when training a speech recognition model.

<table>
<thead>
<tr>
<th>Sample designation</th>
<th>Brief description of the applied transformation</th>
<th>Duration, h</th>
<th>DNSMOS_100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>No transformations. Original samples from the Librispeech dataset</td>
<td>100 / 960</td>
<td>4.02</td>
</tr>
<tr>
<td>Clean_sp</td>
<td>Applying speech rate change augmentation with coefficients 0.9, 1.0, 1.1 to the “Clean” sample</td>
<td>300 / 2880</td>
<td>4.02</td>
</tr>
<tr>
<td>Enhanced</td>
<td>Applying the Speech Enhancement Model to Clean Sample Samples</td>
<td>100 / 960</td>
<td>4.06</td>
</tr>
<tr>
<td>Noisy</td>
<td>Adding Noise to the Clean Subsample Using Noise Samples</td>
<td>100 / 960</td>
<td>2.72</td>
</tr>
<tr>
<td>Denoised</td>
<td>Applying the Speech Enhancement model to samples from the Noisy sample</td>
<td>100 / 960</td>
<td>3.59</td>
</tr>
</tbody>
</table>

5.2 Training ASR models on generated samples

The acoustic features used were mel-frequency spectral coefficients with a dimension of 80, calculated on the basis of a windowed Fourier transform with a frame duration of 25 ms, an overlap of successive frames of 10 ms, and a Hann window function. SpecAugment [3] was also applied during training. BPE (Byte-Pair Encoding) partition [24] of size 5000 was used as output tokens.
All experiments were carried out using the ESPNet neural network speech signal processing library [25]. The E-Branchformer architecture from the standard ESPNet recipe for Librispeech for the “clean_100” subset was used as a neural network model. The number of model parameters was $3.847 \cdot 10^7$. The training was carried out on two Nvidia 1080 Ti video cards. All experiments on the 100-hour subset went through the same number of training steps of the order of $3.55 \cdot 10^5$, for 960 hours – $1.7 \cdot 10^6$. To train the models, the adam optimizer was used with a warmup learning rate schedule, the peak was reached at 15% of training with a maximum value of 0.001.

During training, the CTC-attention loss function [26] was used with a CTC weight of 0.3. When testing the models, beam search decoding was used with the beam size parameter of 20 without using language models.

5.3 Results and discussion

Table 2 shows the results of numerical experiments using the 100-hour “clean_100” subset and augmented samples generated on its basis. Each row of Table 2 corresponds to a separately trained ASR model. All versions of the model differed only in the structure of the training set.

From the results given in rows 1-2 of Table 2, it is clear that when adding a 100-hour “Enhanced” sample containing “improved” versions of clean speech signals, no changes were observed in the quality of recognition both in the pure tests (“Test Clean” and “Test Other”), and on noisy (“Test Clean Noisy” and “Test Other Noisy”) and cleaned noisy (“Test Clean Denoised” and “Test Other Denoised”) test samples. The addition of speech rate change augmentation (rows 3–4 of Table 2) resulted in some improvement in WER, apparently unrelated to the addition of the “Enhanced” sample. From Fig. 1 shows that a possible explanation for the weak impact of adding this training sample on the results is associated with the small difference in the distributions of the DNSMOS metric for the “Clean” and “Enhanced” samples.

Fig. 1. Comparison of DNSMOS speech quality metric distributions on Clean and Enhanced speech samples.

An obvious step to improve WER on test samples containing denoised speech was to add a sample with appropriate augmentation to the clean training set (row 5 of Table 2). This resulted in a decrease in WER on the cleaned noisy test samples by approximately 6–7% (in absolute value). However, the quality of recognition on clean test examples deteriorated
somewhat. As can be seen from Fig. 2, the distribution of the DNSMOS metric for samples cleared of noise captured a wider range of values compared to the “Clean” sample.

An unexpected result was that the addition of the “Enhanced” training sample (line 6) made it possible to improve the quality of recognition both on clean samples (0.5–0.6% absolute reduction in WER), and additionally on all test cleaned and test cleaned noise samples (0.7–1.3%).

To compensate for the small lag from the experiment on the “Clean_sp” data (line 4), the model was trained on data expanded compared to experiment 6 by adding samples with changes in speed (line 7). This made it possible to eliminate the lag on “clean” speech examples, while maintaining high quality on test subsets cleared of noise.

![Fig. 2. Comparison of distributions of the DNSMOS speech quality metric on samples of clean (Clean) and improved noisy (Denoised) speech samples.](image)

Next, an experiment was carried out with the addition of augmentations with noisy data (line 8 of Table 2). In this case, the quality on clean test samples degraded, and on tests
cleared of noise ("Test Clean Denoised" and "Test Other Denoised") it turned out to be slightly lower than in experiments 5–7. The ASR model appeared to be trained to better recognize the extremes of clean and noisy signals, which had a significant difference in speech quality distribution from each other (Figure 3) and did not capture the average DNSMOS speech samples obtained by cleaning the noisy audio signals.

When adding “Denoised” and “Enhanced” data (line 9) to the training samples of the previous experiment, the quality on “clean” tests became comparable to experiment 3. At the same time, a significant improvement was observed (4–4.2% absolute change in the WER metric) on clean tests compared to experiment 8. Thus, the combined use of all types of augmentations led to a significant improvement in the quality of ASR when recognizing both noisy and denoised speech signals, without accompanying degradation on clean samples.

**Table 2.** Test results of the ASR model trained on 100-hour samples.

<table>
<thead>
<tr>
<th></th>
<th>Samples for training</th>
<th>WER, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test Clean</td>
</tr>
<tr>
<td>1</td>
<td>Clean</td>
<td>7.0</td>
</tr>
<tr>
<td>2</td>
<td>Clean + Enhanced</td>
<td>6.9</td>
</tr>
<tr>
<td>3</td>
<td>Clean_sp</td>
<td>6.7</td>
</tr>
<tr>
<td>4</td>
<td>Clean_sp + Enhanced</td>
<td>6.7</td>
</tr>
<tr>
<td>5</td>
<td>Clean + Denoised</td>
<td>7.2</td>
</tr>
<tr>
<td>6</td>
<td>Clean + Denoised + Enhanced</td>
<td>6.8</td>
</tr>
<tr>
<td>7</td>
<td>Clean_sp + Denoised + Enhanced</td>
<td>6.6</td>
</tr>
<tr>
<td>8</td>
<td>Clean_sp + Noisy</td>
<td>7.5</td>
</tr>
<tr>
<td>9</td>
<td>Clean_sp + Noisy + Denoised + Enhanced</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 3 presents the results for testing the approach on a larger data set using a 960-hour pool of all subsets of the Librispeech set. The table shows that the simultaneous use of several training samples (“Clean_sp”, “Noisy”, “Denoised” and “Enhanced”) made it possible to obtain results qualitatively similar to the experiments described above for 100 hours. This indicates the promise and sustainability of the approach to augmentation developed in this work.

**Table 3.** Test results of the ASR model trained on 960-hour samples.

<table>
<thead>
<tr>
<th></th>
<th>Samples for training</th>
<th>WER, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test Clean</td>
</tr>
<tr>
<td>1</td>
<td>Clean_sp</td>
<td>2.8</td>
</tr>
<tr>
<td>2</td>
<td>Clean_sp + Noisy + Denoised + Enhanced</td>
<td>2.9</td>
</tr>
</tbody>
</table>
6 Conclusion

This article proposes a new approach to the augmentation of speech samples for training a neural network model of speech recognition. Its essence is to add signals processed by a speech enhancement model to the training sample. It was shown that adding a sample cleared of artificial model noise made it possible to reduce the WER error in the scenario of combined speech enhancement and ASR. Possible degradation in the quality of speech recognition on clean samples was compensated by adding an additional augmented sample, consisting of samples of original speech processed by the denoising model. The proposed approach to augmentation can be used in training speech recognition systems designed to work in difficult conditions of a noisy environment.
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