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Abstract. This paper explores the application of the T5 (Text-To-Text Transfer Transformer) model 
Originating from the groundbreaking "Attention Is All You Need" concept , fine-tuned on a medical dataset 
to predict diseases and symptoms from unstructured medical reports. By leveraging Natural Language 
Processing (NLP), the system offers automated analysis, enabling quicker and more accurate diagnoses 
based on symptoms provided by users. The fine- tuning process involved training the T5 model to adapt to 
the specific language and context of medical texts. The model's performance is evaluated based on its ability 
to detect and predict medical conditions from user inputs. 

 

1 Introduction 

The identification of diseases plays a crucial role in 
healthcare, as it aids in understanding the causes or 
conditions that result in illness, pain, dysfunction, or 
even death. A disease is any condition that harms a 
person’s mental or physical well-being, leading to 
significant changes in their lifestyle. The scientific field 
dedicated to studying diseases is known as pathology. 
Clinical experts analyze the signs and symptoms of a 
disease to make precise diagnoses [1][2]. Diagnosis 
refers to the process of recognizing a disease based on 
observed symptoms and signs, which enables 
healthcare professionals to understand its root cause 
[1][5]. 

Recognizing disease symptoms and understanding their 
effects on quality of life are vital for medical 
practitioners. The ability to accurately identify these 
symptoms is crucial in shaping patient care and 
facilitating the development of treatments [6][8]. 

To obtain accurate diagnostic results quickly and at 
lower costs, an efficient decision support system is 
necessary. The classification of diseases, based on 
various parameters, is a complex challenge for 
healthcare professionals. However, artificial 
intelligence (AI) can significantly aid in diagnosing 
and managing such cases. AI, a fundamental branch of 
computer science, enables systems to become more 
intelligent by mimicking human thought processes [9]. 
Many AI techniques, such as deep learning, machine 
learning, and data mining algorithms, have been 
rapidly advancing and are now applied in the medical 
field to predict diseases and enhance patient health 
management [2][10]. These techniques are instrumental 
in improving patient care and predicting diseases 
[2][10]. Some of the advantages of analyzing medical 
data include: (a) providing patient-centered and 
structured information, (b) categorizing populations  

based on characteristics such as diagnosis or symptoms, 
(c) analyzing the effectiveness and impact of drugs on 
individuals, and (d) recognizing clinical patterns [4]. 
New information technologies and computational 
methods are being applied to enhance the processing 
and analysis of medical data. 
A key aspect of data processing and analysis is text 
classification and clustering, an area that has gained 
significant attention in recent years [11]. These 
techniques are particularly useful in the analysis of 
health data, as numerous medical datasets in the 
healthcare industry, such as those related to disease 
characterization, can be examined using various 
predictive analytics approaches [12][14]. 
 This project is a collaboration with the Mohamed 5 
Foundation, which has deployed mobile medical units 
in rural areas where access to healthcare is limited. 
These units have collected extensive patient data while 
ensuring confidentiality. A crucial aspect of this project 
was the labeling of data, which was carried out using 
an automated script based on a model called LLAMA3. 
This script takes patient data and performs the labeling 
process. While we worked with a portion of the dataset 
that was not completely labeled, the labeling process 
was supervised By healthcare professionals to verify 
the accuracy of the responses. Once the model was 
trained, it was deployed as a web application, enabling 
doctors to utilize it effectively in their practice. The 
model chosen was t5 Model due to it’s capabilities on 
text to text generation T5 (Text-to-Text Transfer 
Transformer) converts all NLP problems into a text-to-
text format, both input and output are treated as text 
sequences. It offers an encoder- decoder structure. The 
encoder processes the input text and the decoder 
generates the output text. T5 is trained on a large 
corpus using a diverse range of tasks, not just 
summarization. This broad training makes it versatile 
and effective for 
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summarization, as it can understand and replicate a wide 
range of writing styles and content types. 

 

Fig. 1. T5 Model architecture 

 
2 Ease of use 

The T5 (Text-To-Text Transfer Transformer) model 
was introduced by Google in 2019. It revolutionized the 
approach to NLP tasks by framing them all as text-to- 
text problems, whether it’s translation, question 
answering, or classification. A review of the literature 
on the T5 model reveals its significant impact and 
widespread application in NLP. The model is pre- 
trained on a massive amount of diverse text data and 
then fine-tuned for specific tasks. The basic building 
blocks for T5 are attention-based mechanism and 
feedforward neural network, the high level overview of 
these components consist of Embedding layer, Encoder 
block, Encoder layer, Decoder block, Decoder layer and 
output layer. In which input text is tokenized and 
embedded into high-dimensional vectors in the 
Embedding layer. These embeddings represent the 
meaning of each token in the input sequence. Then it 
comes to the Encoder block which consists of a 
Multihead self attention mechanism and feedforward 
neural network. The Multihead self attention 
mechanism allows the model to weigh different parts of 
the input sequence differently while processing a 
particular token. It captures dependencies between 
words and helps the model understand the context. After 
the Multihead self attention mechanism the output 
passes through a feedforward neural network, 
introducing non-linearities and enabling the model to 
capture complex relationships in the data. The encoder 
is composed of multiple layers of these blocks, each 
layer refining the understanding of the input sequence. 
Similarly in decoder block it consists of Multihead self 
attention Mechanism, feedforward neural network along 
with Encoder decoder attention mechanism between 
them.Similar to the encoder, the decoder also uses self- 
attention to weigh different parts of the input sequence 
but in a masked manner, ensuring that each position can 
only attend to previous positions, while Encoder 
decoder attention mechanism allows the decoder to 
focus on relevant parts of the input sequence, helping it 
generate the output sequence. and again same as encoder 
, decoder consists of multiple layers of these blocks. The 
final layer is the output layer which produces an output 
sequence, in the case of our text summarizer this could 
be a condensed version of the input text. Below image 
explains how T5 model was the best among previous 

summarization models by achieving a 89.8 human 
score. 

 
3 Methodology 

The methodology section outlines the approach taken to 
collect and prepare the data, fine-tune the T5 model, and 
evaluate its performance. This section provides a 
detailed account of the steps followed in the research 
process. 

 
3.1 Data Collection and Preparation 

The dataset used in this study consists of medical reports 
collected from mobile medical units deployed in rural 
areas in collaboration with the Mohamed 5 Foundation. 
These units provide healthcare services to populations 
with lihospitals, gathering comprehensive patient data 
during diag- nosis. The reports include unstructured text 
describing patient symptoms, diagnoses, and other 
relevant medical information. The data was then 
annotated using an automated Python script, which 
attempted to identify the disease in each report using the 
LLAMA3 model. To enhance accuracy, the annotation 
process was supervised by doctors, though only for a 
small portion of the dataset. 

 
3.2 Model Training and transfer learning 

We employed the T5 model for this task due to its strong 
performance in text-to-text generation tasks. The model 
was fine-tuned on the annotated dataset to predict 
diseases based on the unstructured medical reports. The 
T5 model was trained and fine-tuned using transfer 
learning techniques to improve its performance and 
adapt it to the specific disease prediction task. The 
training process involved to feeding the annotated 
dataset into the T5 model. The Adam optimizer with a 
learning rate of 0.0003 was utilized for training. The T5 
model was trained for 4 epochs, and the loss was 
monitored on both the training and validation sets to 
prevent overfitting. The training procedure aimed to 
optimize the model’s weights and biases based on 
the labeled data, enabling it to learn to detect accurately. 

 
4 Conclusion 

This paper demonstrates the potential of the T5 model 
for automating disease prediction from unstructured 
medical reports. The fine-tuned model achieved high 
accuracy in identifying diseases, reducing diagnostic 
time for medical professionals. Future work will focus 
on expanding the dataset, improving the model’s 
interpretability, and exploring its integration with 
clinical decision-making systems to further enhance its 
utility in healthcare. 
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